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Abstract To understand the response of the Greenland ice sheet to climate change the
so-called ablation zone is of particular importance, since it accommodates the yearly net
surface ice loss. In numerical models and for data analysis, the bulk aerodynamic method
is often used to calculate the turbulent surface fluxes, for which the aerodynamic roughness
length (z0) is a key parameter. We present, for the first time, spatial and temporal variations of
z0 in the ablation area of the Greenland ice sheet using year-round data from three automatic
weather stations and one eddy-correlation mast. The temporal variation of z0 is found to
be very high in the lower ablation area (factor 500) with, at the end of the summer melt, a
maximum in spatial variation for the whole ablation area of a factor 1000. The variation in
time matches the onset of the accumulation and ablation season as recovered by sonic height
rangers. During winter, snow accumulation and redistribution by snow drift lead to a uniform
value of z0 ≈ 10−4 m throughout the ablation area. At the beginning of summer, snow melt
uncovers ice hummocks and z0 quickly increases well above 10−2 m in the lower ablation
area. At the end of summer melt, hummocky ice dominates the surface with z0 > 5×10−3 m
up to 60 km from the ice edge. At the same time, the area close to the equilibrium line (about
90 km from the ice edge) remains very smooth with z0 = 10−5 m. At the beginning of winter,
we observed that single snow events have the potential to lower z0 for a very rough ice surface
by a factor of 20 to 50. The total surface drag of the abundant small-scale ice hummocks
apparently dominates over the less frequent large domes and deep gullies. The latter results
are verified by studying the individual drag contributions of hummocks and domes with a
drag partition model.
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1 Introduction

Next to the Antarctic ice sheet, the Greenland ice sheet constitutes the second largest ice mass
on earth. Although the potential of melting of the Greenland ice sheet to increase global sea
level is smaller than the Antarctic (approximately 7 against 62 m), it is situated in a warmer
climate and therefore possibly more susceptible to global warming. Recent observations
indicate a rapidly increasing ice-sheet mass deficit during the last decade (Alley et al. 2005;
Rignot and Kanagaratnam 2006; Velicogna and Wahr 2006). Ablation, for the Greenland
ice sheet, is about equally divided between ice calving and surface run-off (calving is the
breaking off of a mass of ice from the ice front or ice shelf). Along the margin of the Greenland
ice sheet, a 40–100 km wide melt or ablation zone is found where most of the summer melt
occurs. In this paper, we particularly focus on this ablation zone because of its importance
for the response of the Greenland ice sheet to climate change.

Surface melting is controlled by the surface energy balance that is primarily divided
between radiation and turbulent fluxes. In the ablation area, the contributions of the sensible
and latent heat fluxes to surface melt relates as 4:1 and can be up to 35% of the net energy
balance. In numerical models or for the analysis of automatic weather station (AWS) data,
the turbulent surface flux is usually calculated with the bulk aerodynamic method. The aero-
dynamic roughness length (z0) is one of the key input parameters for this method, and the
spatial and temporal variations of z0 in the ablation zone are the main subject of this study.

Very little is known about the variations of z0 in the Greenland ablation area, and most
model studies adopt a constant value in space and time. Micrometeorological observations
from the lower ablation zone are scarce due to the crevassed and hummocky ice surface that
makes access difficult. Meteorological experiments, providing detailed information on z0,
have therefore mostly been performed well above 1,000 m.a.s.l., on the flat and smooth sur-
face near the equilibrium line, and on single locations during summer over (melting) snow.
Examples are the French EGIG (Expédition Glaciologique Internationale au Groenland)
expeditions to west Greenland in 1957–1960 and 1967–1968 (Ambach 1977a, b), the experi-
ments by the ETH Zürich in 1991 and 1992 (Eidgenössische Technische Hochschule Zürich,
Forrer and Rotach 1997), the experiment of the Free University of Amsterdam during
GIMEX91 (Greenland Ice Margin Experiment, Meesters et al. 1997), and the KABEG expe-
dition during spring in 1997 (Katabatic Wind and Boundary Layer Front Experiment around
Greenland, Heinemann and Falk 2002). These experiments reported that z0 varied between
10−3 and 10−4 m.

The GIMEX expeditions in 1991 and 1992 were the first attempts to study the spatial
variability of the ablation zone climate during summer (Oerlemans and Vugts 1993, see Fig. 1.
The Institute for Marine and Atmospheric Research Utrecht (IMAU) and the Free University
of Amsterdam used four meteorological stations on the ice, ranging from the low ablation
area to the equilibrium line, along the so-called K-transect. The GIMEX experiments pro-
vided the first studies of z0 variations in the lower ablation area during summer (Duynkerke
and Van den Broeke 1994; Van den Broeke 1996), though the results were inconclusive, with
a large variation of z0 between 8 × 10−4 and 0.12 m. Since GIMEX in 1990, the IMAU
has performed continuous mass balance measurements and, ongoing from the mid-nineties,
operated several AWS in this area (Van de Wal et al. 2005). Three new AWS were installed
in August 2003 at locations S5, S6 and S9 (Fig. 1). From August 2003 to August 2004,
eddy-correlation measurements were performed at S6. The AWS and eddy-correlation data
obtained during this period are presented here and used to derive, for the first time, the year-
round variations of the aerodynamic roughness length at three locations in the ablation zone
of the Greenland ice sheet.
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Fig. 1 The location of the K-transect in the ablation area of the West-Greenland ice sheet together with a
cross-section showing the names, heights, and distance from the ice edge for each site. The AWS locations
are marked red

2 Field Area and Intrumentation

2.1 Field Area

The K-transect (Fig. 1) lies near Kangerlussuaq, in south-western Greenland, just north of
the Arctic Circle. The transect has been operated since 1990 and currently constitutes eight
locations with mass balance and GPS measurements and three AWS. At this location, the
strip of land between the ocean and ice sheet is relatively wide (100 km) and characterised
by hilly tundra and the 140 km long Kangerlussuaq fjord. The large distance from the ocean
leads to a low arctic and continental climate at the location of the ice edge with average
winter and summer air temperatures of −18.0 and +9.3◦C, respectively (Box 2002), and
low annual precipitation averaging 120 mm water equivalent. The climate is extremely stable
with a monthly mean of 241 sun hours from May to August. From the ice edge, at about
200 m.a.s.l., the broad gently sloping ablation area extends 90 km eastward to meet the equi-
librium line at 1,520 m.a.s.l. where S9 is located. Table 1 lists yearly 2-m height averages
from all three AWS.

Figure 2 shows the 30-min data of wind direction (upper panel) and wind speed/tempera-
ture (lower panel) from S6, which are representative of the other AWS locations. Throughout
the year, the boundary layer is dominated by a persistent south-easterly wind that is deflected
about +35 degrees from the downslope direction due to Coriolis forcing. This so-called kata-
batic flow implies year-round stable stratification close to the surface and a wind maximum at
some distance above (Van den Broeke et al. 1994). In summer, the dominant driving force of
the katabatic flow is a temperature deficit in the near-surface air caused by daytime warming
of the tundra in combination with a melting ice surface (Van den Broeke et al. 1994). During
winter, the forcing is dominated by the radiative cooling of the ice/snow surface (Heinemann
1999). Although the steepest slope and the largest katabatic forcing are found at S5, the year-
round highest wind speeds are consistently observed at S9 as a result of synoptic forcing and
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Table 1 Climatology at the AWS locations for the period August 2003 to August 2004

location S5 S6 S9

Height (m) 490 1,020 1,520
Distance from ice edge (km) 6 38 88
Wind speed u (m s−1) 3.9 5.1 5.8
Temperature T (◦C) −4.1 −8.5 −11.4
Relative humidity Rh (%) 76 87 92
Specific humidity q (g kg−1) 2.1 1.9 1.6
Wind direction dd (◦) 120 124 126
Directional constancy∗ 0.87 0.91 0.82

∗ The wind directional constancy is calculated as the ratio of the magnitudes of the average vector and absolute
wind speed
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Fig. 2 Wind direction (upper panel) and wind speed/temperature data (lower panel) measured at 2-m height
at location S6 as a function of time (August 2003 to August 2004)

smaller z0. This forcing is strongest during winter (Steffen and Box 2001), causing high wind
maxima around 100 m above the surface (Heinemann 1999). During summer, when synoptic
forcing is less, the wind maxima are typically found at a height of several tens of m (Van den
Broeke et al. 1994), and the adiabatically heated downflow leads to lower relative humidity
at lower elevations (Table 1). Notice that, during summer, the temperature variations are
damped due to the melting ice surface (Fig. 2).
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Fig. 3 Photographs of S5 taken from a helicopter at the end of the melt season: (a) August 2003, (b) August
2005. The rectangles mark the AWS, which is 6 m high

2.2 Surface Conditions at the end of the Summer

To provide an overview of the surface conditions at the three AWS locations, we describe
the surface characteristics for the end of the melt season during our yearly service visit
(mid-August). At this time of year, the surface roughness in the lower ablation area is at its
maximum.

At S5 (Fig. 3), the surface is rough and inhomogeneous and we can distinguish two dif-
ferent surface obstacle scales. Figure 3a shows the abundant small ice hummocks (10–15 m
wide and 0.5–2 m high) and in Fig. 3b large domes can be identified (60–120 m wide and
3–4 m high). Figure 3b clearly illustrates that the domes are homogeneously covered with
hummocks.

At S6 (Fig. 4a), the surface is covered with small hummocks (average height 0.6 m) and
small depressions filled with melt water. The surface is irregularly intersected with deep and
wide gullies that cover about 5% of the surface area (average depths and widths are about
2 m). The location of these gullies does not change much from year to year. In Fig. 4a, part
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Fig. 4 Photographs of S6 and S9 taken from a helicopter at the end of the melt season: (a) S6 August 2004,
(b) S9 August 2003. The rectangles mark the AWS, which is 6 m high

of the gullies is covered with remnants of snow bridges, which suggests that during winter
the gullies are filled with snow and the surface becomes flat.

At S9 (Fig. 4b), the surface is flat and very smooth throughout summer and may consist
of ice, snow, wet snow and/or melt water.

2.3 Instrumentation

The high summer melt rate does not allow for the use of masts that are rigidly fixed to
the surface. Our two-level AWS masts (Fig. 5a) consist of a central pole and four legs that
spread out from the centre making a small angle with the surface. Once placed, the legs
descend about 0.5 m into the ice through melting, and are then firmly fixed. In the course of
the ablation season, the masts maintain their upright position within a few degrees and the
measurement height is almost constant. All measurements presented herein were performed
from 30 August 2003 to 18 August 2004.
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Fig. 5 (a) AWS mast at S9, (b) detail of the upper sensor boom, (c) turbulence mast at S6 in August 2003

In Table 2, we list the instrumentation on our AWS and eddy-correlation masts together
with the specifications provided by the manufacturer. At the AWS, wind speed (u), wind
direction (dd), temperature (T ) and relative humidity (Rh) measurements are performed at
about 2 and 6 m. The combined temperature/humidity sensors are housed in non-ventilated
radiation shields. A net radiometer is mounted at 6 m height and all four radiation components
are measured separately together with the radiometer body temperature. In Fig. 5b a detail
of the upper boom is depicted showing the radiation, a temperature/humidity and propellor-
vane sensors. Surface height measurements (z) are performed with a sonic height ranger on a
separate tripod located close to the AWS (Fig. 5a, just behind the AWS). A Campbell CR10X
datalogger, sampling every 30 s, stored 30-min averages.

The eddy-correlation measurements at S6 (Fig. 5c) were performed at a height of 2.75 m
and consisted of the three-axial sonic wind speeds (u, v, w), the sonic temperature (i.e., an
adequate approximation of the virtual temperature Tv), the thermocouple temperature (T ), and
the specific humidity (q). The asymmetric sonic sensor head was positioned into the prevail-
ing wind direction. The measurement path lengths of the sonic anemometer and hygrometer
are 0.10 and 0.125 m, respectively. The sensor head of the thermocouple is very small and
was placed directly behind (0.05 m) the measuring volume of the sonic anemometer without
significantly disturbing the flow. The hygrometer was placed next to, and 0.17 m behind,
the measuring volume of the sonic anemometer. Sampling of the sonic anemometer signal
was made at 10 Hz in a mode that ensures the lowest current drain. Every 10 min the mean,
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Table 2 A list of all AWS
and turbulence mast sensors

∗ Manufacturer Campbell
Scientific

Variable AWS sensor Accuracy

u 05103-L R.M. Young ±0.3 m s−1

dd 05103-L R.M. Young ±3 ◦
T Vaisala HMP45 ±0.4◦C at −20◦C
Rh Vaisala HMP45 ±2% (Rh< 90%)
net radiation Kipp Zonen CNR1 daily total ±10%
z Height ranger SR50∗ ±0.01 m

Variable Turbulence sensor Accuracy

u, v, w CSAT3 Sonic Anemometer∗ offset error<
±0.04 m s−1

Tsonic CSAT3 Sonic Anemometer∗ resolution
±0.025◦C

T FW3 Type E thermocouple∗ ±0.2◦C
q LI-COR LI-7500 RMS noise

< 0.005 g kg−1

standard deviation and covariance values were calculated and stored on a Campbell CR23X
datalogger.

3 Determining the Aerodynamic Roughness Length

In this Section, we discuss general considerations for the determination of aerodynamic
roughness length and relate these to the typical conditions in the ablation area of the Green-
land ice sheet, that is, a sloping surface consisting of smooth as well as very rough ice. Data
selection criteria are given and the quality of the results is tested by comparing the profile
and the eddy-correlation method for data from location S6.

3.1 Background Theory

The roughness of a surface describes the surface sink strength for momentum and can be
defined as the integrated result of turbulent drag caused by many obstacles from small to
large in size. Well above the obstacles, the flow becomes horizontally homogeneous in the
so-called inertial sublayer (ISL) (Blackader and Tennekes 1968) where the Monin-Obukhov
similarity theory applies (Businger et al. 1971).

In the Greenland ablation area, the surface layer is usually stably stratified and the wind
speed profile can be written as

U (z) = u∗
k

{
ln

(
z − d

z0

)
+ αm

(z − d)

L

}
, (1)

where U (z) is the average wind speed as a function of height z, u∗ is the friction velocity, z0
is the aerodynamic roughness length, d is the zero-plane displacement, αm is a coefficient
of the stability function, k is the von Kármán constant (taken as 0.40), L is the Obukhov
length defined as L = −u3

∗θv/kgwθv with g the gravitational acceleration, θv the virtual
potential temperature, and wθv the virtual heat or buoyancy flux. Note that the latter is well
represented by the uncorrected sonic flux (Schotanus et al. 1983). The classic static stability
correction αm(z − d)/L is used because we only study data obtained during slightly stable
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conditions, i.e. 0 < z/L < 0.1, for which all published stability functions yield comparable
values (Andreas 2002). The same reasons apply to the use of equal stability functions for
momentum, temperature, and humidity.

A value for z0 can be calculated either directly from eddy-correlation data or from the
two-level AWS profile data by extrapolating the log-linear wind profile down to a height
where U = 0. We calculate the diabatic correction term from our AWS data by using the
following well-known relation (Pandolfo 1966):

z/L P = Rig/(1 − 5Rig), (2)

with

Rig = g
T

(∂z/∂T )

(∂u/∂z)2 . (3)

Later in the Section, we test the quality of the results for z0 and z/L P derived from our
two-level AWS profiles and eddy-correlation results.

3.2 A Smooth Ice Surface

When the surface is relatively smooth (S6, S9), the surface obstacles are much smaller than
the measurement height z, and the logarithmic profile (Eq. 1) is valid close to the surface
floor so that d can be neglected. Similarity of wind profiles over smooth and sloping ice
or snow surfaces is verified by many field experiments within at least several metres above
the surface provided that atmospheric stability effects are minimal (e.g., Munro and Davies
1978; Forrer and Rotach 1997; Meesters et al. 1997; Smeets et al. 1998).

3.3 A Rough Ice Surface

When the ice surface is rough, such as at S5, the surface obstacles become comparable or
larger than z (Fig. 6a) and d is an important length scale. As depicted in Fig. 6a, the actual
wind profile (solid line) departs significantly from logarithmic below z∗, the height of the
roughness sublayer (RSL). For z < z∗, the mean flow varies three dimensionally as a func-
tion of the proximity of roughness elements, implying horizontal inhomogeneity (Wieringa
1993). Extrapolating the log linear part of the wind profile towards U (z) = 0, we arrive well
above the actual surface floor at (d + z0) (Fig. 6a, dotted line). Care has to be taken now
when we analyse the wind profiles because, with the lowest sensors within the RSL, z0 can be
severely underestimated (Duynkerke and Van den Broeke 1994; Raupach et al. 1980). Smeets
et al. (1999) presented measurements that were performed over a rough hummocky ice sur-
face and found that z∗ = 2H , where H is the average hummock height. Furthermore, above
z∗ similarity of the profiles was found to be valid in line with wind-tunnel data, numerical
simulations over regular arrays of cubical obstacles, and observations over vegetated surfaces
and urban areas (Wieringa 1993; Grimmond and Oke 1999; Castro et al. 2006; Coceal et al.
2007).

3.3.1 The Estimation of z∗ and d for S5

We investigate the values of z∗, d and the height of the lowest measurement level relative
to z∗ at S5 for the most extreme case, that is, at the end of the melt season when all length
scales related to surface roughness have their maximum values.
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Fig. 6 Schematic representations of the (a) wind profile characteristics and (b) the AWS mast at S5 in the
case of a very rough ice surface at the end of the melt season

Following Smeets et al. (1999), we assume that z∗ = 2H . However, as discussed in Sect.
2.2, it is not straightforward to estimate a value for H at S5 since we observed two distinctly
different obstacles, i.e., large domes covered with smaller and numerous hummocks. It is
unclear which of these obstacles determines H . Observations at the beginning of winter
(Sect. 4.3) show that z0 is very responsive to the first snow events. With a typical magnitude
of 0.1 to 0.2 m of snowfall, there is the potential to smooth the hummocks but to leave the
deep and wide gullies unaltered. This suggests that the hummocks mainly determine z0,
and with that, also H . Hence, small-scale surface roughness apparently dominates momen-
tum transfer, a result that is also evident from several other studies such as Jackson and
Carroll (1978); Banke et al. (1980), Andreas et al. (1993) and Andreas (1995) over snow and
Makin and Kudryavtsev (1999) in a theoretical study of momentum transfer over the ocean.
To corroborate this for our data, we study the individual drag contributions from domes and
hummocks with the drag partition model from Andreas (1995) (fully outlined in Appendix I).
The model results (Table 3 in Appendix I) confirm that the hummocks dominate z0 and agree
quite well with our profile derived values at the end of the melt season. The latter confirms
both the quality of the model calculations and the importance of hummock roughness for z0.
The average height of hummocks is estimated to be H = 1.5 m so that z∗ = 2H = 3 m.

A value for d is estimated in Appendix I (Table 3) using three different methods, i.e.,
the drag model and results from the simplified expressions by Raupach (1994) and Shao
and Yang (2005). With H = 1.5 m and d/H ranging between 0.66 and 0.27 we obtain a
maximum of d ≈ 0.5 m at the end of the melt season.

To determine the measurement height of the lowest sensor relative to z∗ at S5 we schemat-
ically depicted all relevant length scales in Fig. 6b. The AWS was located on a hummock but
in a small depression, about 0.5 m deep, so that the measurement height, relative to the surface
floor of the hummocks, is z = zs + H −0.5 = zs +1 with zs = 2.6 m the lowest sensor height
relative to the local ice surface. The value of z0 is omitted because it is relatively small. While
z∗ = 3 m, the lowest measurement height was at least 3.6 m above the surface floor and we
therefore assumed that all our AWS profiles were obtained well above z∗ throughout the year.
The measurement height equals (z − d) = 3.1 m at the end of summer melt. During winter,
snow accumulates in the large gullies and between the hummocks, which reduces d and H

123



Temporal and Spatial Variation of the Aerodynamic Roughness Length 325

significantly. In our calculations, we assume that the measurement height (z − d) reduces
linearly in time from z = 3.1 m to zs = 2.6 m in winter (i.e., 1 November 2003 to 1 May 2004).

3.4 Data Selection Criteria

Good quality year round measurements are difficult to obtain in high Arctic regions. Neverthe-
less, the eddy-correlation and AWS sensors performed well. Less then 10% of the turbulence
data at S6 were affected by snow events, riming or unknown reasons and thermocouple data
were fine for more than 99% of the time. The Young propellor vane time series are con-
tinuous and clear icing effects are present for only about 2% of the time. The temperature
and humidity instruments performed well with the exception of 377 spurious temperature
readings at S6 during the melt season that were caused by a water related problem in one of
the sensors. It seems likely that the continuous katabatic wind in the ablation area ensures
ventilation of the sensors, which helps to establish such favourable statistics.

The selection criteria aim at high quality wind profiles and we select near-neutral con-
ditions by demanding 0 < z/L < 0.1 and u > 5 m s−1. Due to the presence of persistent
katabatic winds this leaves about 40% of the data and ensures that the wind speed maxi-
mum lies at least several tens of m above the surface so that this will not influence the
wind profiles of the AWS. Since we only have two measurement levels at our AWS, z0 is
especially sensitive to errors in the wind gradient (see the error analysis in Appendix II).
We use this sensitivity to our advantage and study ln(z0) versus wind direction to discern a
wind sector without flow disturbance by the AWS mast, sensors or the nearby sonic height
ranger tripod. Non-stationary conditions were ruled out by demanding that the temperature
changes between consecutive 30-min runs were less than 0.3 K (stationarity of runs can most
effectively be evaluated from temperature variations; Joffre 1982). Sonic height ranger data
are used to exclude all runs during and close to snowfall events. The number of 30-min runs
left for the profile analysis are 2752, 2034 and 1750 for S5, S6 and S9, respectively.

The eddy-correlation measurements at S6 are subject to imperfect levelling due to the
surface slope (≈1◦) and variations in mast orientation during the melt season. The latter
effect prohibits the use of a fixed rotation, such as the planar fit method (Wilczak et al. 2001).
Instead, we force the individual 30-min averages of v and w to zero. In the case of a stationary
and homogeneous boundary layer in two-dimensional and axially symmetric flow fields v′w′
should equal zero, but in practice this is seldom the case. As part of the data selection criteria,

we require
∣∣∣v′w′/u′w′

∣∣∣ < 0.25.
Eddy-correlation measurements always underestimate turbulent fluxes as a consequence of

e.g. physical limitations in sensor size and response. Sonic anemometer data are only affected
by pathlength averaging between the sonic anemometer sensor heads, and we corrected for
this according to Moore (1986). No corrections were applied to the sonic temperature fluxes
since these represent an adequate approximation of the virtual temperature flux that is used
to calculate z/L (Kaimal and Finnigan 1994). Other selection criteria for eddy-correlation
data are u∗ > 0.1 m s−1 and 1 < σw/u∗ < 1.6. The latter criterion refers to common
values found during slightly stable conditions. After selection, 1572 runs are left containing
eddy-correlation and profile data for S6.

3.5 A Comparison Between AWS and Eddy-correlation Data

The AWS have two profile levels and small errors in the wind gradient result in large errors
for z0 (Langleben 1974; Wieringa 1993). This is especially true for a smooth ice or snow
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Fig. 7 (a) Stability parameter from sonic anemometer data (z/L) versus profile-derived values (z/L P ),
(b) aerodynamic roughness lengths z0 from eddy-correlation data (z0 sonic) versus profile-derived results
(z0 profile). For profile data we apply two static stability corrections: (grey dots) z/L derived from eddy-cor-
relation data and (black triangles) z/L P from profile data. Each data point represents a time-binned median
value with a bin size of 25 days and the error bar is the twofold standard deviation within a bin

surface for which relatively small vertical wind gradients result. In this Section we test the
quality of our AWS profiles results by using the eddy-correlation data from S6.

3.5.1 Diabatic Profile Correction

Values for z/L are calculated straightforward from the eddy-correlation data and by using
Eqs. 2 and 3. The vertical gradients, at the height of the sonic-anemometer (between the
AWS levels), are approximated from the two AWS levels and assuming a log-linear variation
with height (e.g. for wind speed (u2 − u1)/[

√
z2z1ln(z2/z1)]). The shielded but unventilated

Vaisala temperature sensors are subject to radiation errors, and we minimized these errors
by applying a correction procedure. The differences between the Vaisala and thermocouple
measurements are used to tune a physical model that incorporates the wind speed and the
sum of incoming and reflected shortwave radiation fluxes to explain the excess tempera-
tures. A correction for the thermocouple excess temperatures is estimated from Jacobs and
McNaughton (1994). The average temperature bias reduces from +0.40 to −0.03◦C during
summer daytime hours (i.e. shortwave incoming radiation above 200 W m−2).

In Fig. 7a, we compare the results from wind profiles (z/L p) and eddy-correlation (z/L)
data using bin-averaged median values. The error bars are two-sided standard deviations
within a bin. The median values scatter around the 1:1 line and, as can be expected from
two-level profile data, the uncertainty increases with z/L . Nevertheless, for near-neutral
conditions, Eq. 2 gives satisfactory results to estimate z/L from the AWS data.

3.5.2 Profile Versus Eddy-correlation Derived z0

In Fig. 7b we compare z0 values from eddy-correlation data with two different results from
profile data. We apply both static stability corrections from the previous paragraph to cal-
culate the profile results. Doing so, we distinguish between errors resulting from the wind
gradient measurements and the estimate of the stability correction using Eq. 2. The results
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are shown as time binned median values with a bin size of 25 days and error bars for the z/L P
corrected results (black triangles; two-sided standard deviations within a bin). Considering
that we only use two-level profile data, the overall agreement is quite good and errors due to
uncertainties in the wind gradient and the stability correction term are comparable. We con-
clude that it is possible to derive realistic aerodynamic roughness lengths from the two-level
AWS wind profiles.

4 Aerodynamic Roughness Lengths in the Ablation Area

The profile derived year-round z0 values for S5, S6 and S9 are presented. Temporal and
spatial variations are discussed separately, as well as the influence of individual snow events
on the variation of z0.

4.1 Temporal Variation of z0

In Fig. 8a and b height ranger data and bin-averaged median z0 values for all AWS are pre-
sented as a function of time, respectively. In the lower ablation area (S5 and S6) the temporal
variation of z0 is large (a factor of 500) and the transition from summer to winter values is
rapid. The variation in time matches the onset of the accumulation and ablation seasons as
recovered by sonic height rangers. At the end of summer, the surface consists of hummocky
ice and z0 reaches a maximum of about 50×10−3 and 10×10−3 m at S5 and S6, respectively.
The decrease of z0 at the beginning of winter, when the first snow arrives, is surprisingly fast,
which suggests that snow very effectively smoothes surface irregularities, fills in depressions
and bridge gullies. During winter, accumulation and re-distribution of snow by the wind
(snow drift) makes the surface aerodynamically smooth and results in a uniform value of
z0 ≈ 10−4 m throughout the ablation area.

At S9, near the equilibrium line, we observe a reversal in seasonal variation of z0. During
the summer season, surface melt at S9 consolidates the snow at the surface and removes all
irregularities resulting in a very smooth surface (10−5 m). During winter, the drifting of snow
and the continuous formation and reshaping of sastrugi (Andreas and Claffey 1995) both
lead to an increase of z0 compared to summer values (see below).

The drifting of snow is studied by plotting bin-averaged median values of z0 versus u∗
for wintertime eddy-correlation data from S6 in Fig. 9 (November 2003 to March 2004, and
T < −5◦C). The error bars are two-sided standard deviations from the bin data. As the
wind speed increases, more particles are taken up by the wind and z0 increases in line with
the power law increase of z0 expected for flow with a saltation layer, i.e., z0 = 0.01u2

∗/g
(Owen 1964). These results compare very well with those obtained by Heinemann and Falk
(2002) at a location about 50 km north of the K-transect at the end of winter during the
KABEG experiment (their location A4 at 1,600 m.a.s.l, 75 km from the ice edge).

To judge the quality of our profile-derived z0 values, we include an error analysis in
Appendix II, which illustrates how the different errors and assumptions in the calculations
contribute to the uncertainty in the year-round results. The error analysis is performed for
S5 data since these are considered to be the most uncertain. In general, the error in the mea-
surement of the wind gradient dominates the uncertainty in z0. Only at the end of the melt
season, when the surface is very rough, do the combined errors in d and z/L P result in a
comparable uncertainty. The results are evidence of the good quality of the wind gradient
measurements from the AWS throughout the year.
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Fig. 8 (a) Surface height observations from the sonic height ranger, (b) profile-derived aerodynamic rough-
ness lengths z0 from S5, S6 and S9 as a function of time. Every dot represents a bin-averaged median value
(bin size = 25 days)
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Fig. 9 The variation of z0 as a function of u∗ for wintertime data from S6 (November 2003 to March 2004,
T < −5◦C). The solid line represents the power law increase of z0 in a flow with a saltation layer and the
error bars represent the twofold standard deviation within a bin

123



Temporal and Spatial Variation of the Aerodynamic Roughness Length 329

4.2 Spatial Variation of z0

In Fig. 10, we present the variation of z0 as a function of distance from the ice edge during
winter (December to May) and at the end of summer (September 2003 and August 2004). For
the summer period, we included estimates for S7 and S8 that were calculated with the drag
model using surface characteristics from photographs and observations during the yearly
visits. The error bars represent two-sided standard deviations within a bin.

During winter, z0 is almost constant throughout the ablation area (10−4 m) and only slightly
increases when moving from S9 towards the ice edge. At the end of summer melt, the spatial
variation is at its maximum and about a factor 1000 across the area. The large hummocks
in the lower ablation area increase z0 well above 10−2 m while, at the same time, the area
close to the equilibrium line (S9) is very smooth with z0 = 10−5 m. It is remarkable that, up
to about 60 km from the ice edge, a hummocky ice cover dominates the ablation area with
z0 > 5 × 10−3 m.

4.3 A Case Study of two Snow Events

The impact of the first snow events at the beginning of winter is studied in detail to illustrate
their influence on z0. In Fig. 11, time series for S5 (left panels) and S6 (right panels) of wind
speed, temperature, surface height, and z0 are presented. We only plotted above freezing tem-
peratures (thick grey solid lines) to better identify between periods with melting and freezing.
The wind speed criterium is relaxed (U > 3m s−1) to obtain a more continuous dataset. For
S6, we simultaneously present sonic and profile data to illustrate the good agreement of the
30-min values of z0.

At S5 (left panels), z0 is large until DOY 274 when a single snow event produces about
0.2 m of fresh snow while the wind speed is low. After the event, the rapid increase of the
wind speed concurs with a rapid decrease of the snow height (about 0.1 m), probably the
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Fig. 10 Variation of z0 as a function of distance to the ice edge. Winter values (grey) are averages for the
months December to May and end of the summer values are averages from September 2003 and August 2004.
The circles are the measured values from S5, S6 and S9 and the triangles are estimates for S7 and S8 using
the drag model and visual interpretation of the surface during the yearly visits
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Fig. 11 Time series of snow events at S5 (left panels) and S6 (right panels). From above, the frames show
wind speed and temperature, ablation/accumulation from the sonic height ranger and z0. The dashed rectangle
in the plot of z0 for S6 marks conditions with significant snowdrift

result of snow redistribution. This process ceases during DOY 276 when melt occurs, con-
solidating the snow. Due to the snow event, z0 is reduced by a factor of 50. At DOY 287 the
wind increases to 10 m s−1 and melt causes surface lowering, a disappearing snow cover and
a gradual increase of z0.

At S6 (right panels), z0 is large until DOY 262 with very good agreement between the
sonic and profile-derived half-hourly values. During DOY 262, a snow event brings about
0.07 m of fresh snow while the air temperature is well below 0◦C. During the event, the wind
speed increases to 7 m s−1 so that snow is redistributed and the surface lowered by a few tens
of mm. At DOY 263, the wind reduces to 1 m s−1 and the temperature falls to −25◦C. At the
end of DOY 264, the wind rapidly increases well above 10 m s−1, causing significant drifting
of snow, a subsequent increase of z0 (the data within the dashed rectangle), and rapid snow
redistribution (visible as a temporary surface level variation). Shortly after the increase of the
wind speed, a short period of melt occurs that consolidates the snow and prevents drifting.
At that time, z0 is a factor of 20 lower than before the snow event.

We conclude that single snow events with only about 0.1 m of fresh snow have the potential
to lower z0 of a very rough surface by a factor of 20 to 50. This supports our claim in Sect. 3.3
that the small-scale hummocks at S5 control z0. The amount of snow involved is simply too
little to influence the large domes and gullies.

5 Conclusions

We present, for the first time, year-round values of the aerodynamic roughness length (z0),
a key parameter in the bulk aerodynamic method, at three locations in the ablation area of
the Greenland ice sheet. The data were obtained using three AWS and one eddy-correlation
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mast. Two AWS were located in the lower ablation area and one at the equilibrium line at
roughly 500, 1,000, and 1,500 m.a.s.l., respectively.

First, we verified the good quality of the z0 results from the two-level AWS profiles by
comparing them to eddy-correlation results. The temporal variations of z0 in the lower abla-
tion area appear to be very large (factor 500) with, at the end of the summer melt, a maximum
in spatial variation throughout the ablation area of a factor 1000. The variations in time match
the onset of the accumulation and ablation seasons as recovered by sonic height rangers. At
the end of summer melt, hummocky ice covers the ablation area up to 60 km from the ice
edge with z0 varying from 5×10−3 m to well above 10−2 m. At the same time, the area close
to the equilibrium line is very smooth with z0 = 10−5 m. In winter, snow accumulation and
re-distribution smoothes the surface throughout the ablation area very quickly, resulting in a
uniform value of about z0 = 10−4 m.

Surprising is the very fast decrease of z0 in the lower ablation area at the beginning of
winter. Single snow events, with only 0.1 m of fresh snow, have the potential to lower z0 of a
very rough ice surface by a factor of 20 to 50. This suggests that the total surface drag of the
abundant small-scale ice hummocks dominates over the less frequent large domes and deep
gullies. These results are verified by studying the individual drag contributions of hummocks
and domes with a drag partition model.
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Appendix I: Drag Partition Model

A drag partition model is used to calculate the individual contributions of the large domes and
smaller scale hummocks to the aerodynamic roughness length z0 for location S5. In addition,
we calculate values for the displacement height d for a range of hummock geometries. The
drag partition model originates from Raupach (1992) and was adapted by Andreas (1995) to
specifically study the wind directional dependent drag of a field of sastrugi-like snow drifts.

The model concept is to partition the total surface stress into contributions from form
drag and stress on the underlying surface. The model is based on scaling and dimensional
analysis that describe the scales of surface obstacle wakes and wake interaction. The predic-
tions include total stress, stress partition, zero-plane displacement d , and the aerodynamic
roughness length z0. Andreas (1995) shows that the model is well capable of reproducing the
measured total drag and its dependence on the wind direction for a sea-ice surface covered
with sastrugi. The model was also tested in a comprehensive review of geometric (or mor-
phometric) models in Grimmond and Oke (1999) and conceptually validated by Crawley and
Nickling (2002) in a wind-tunnel study. The model should be applied to cases with modest
obstacle density λ< 0.3, where λ is the frontal area index representing the ratio of the frontal
area of an element with the ground area occupied. For rough ice, λ varies between 0.05
and 0.15 and the model is therefore well suited for our application. For a comprehensive
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description of the model we refer to the articles listed above. We now reproduce the main
equations and explain the concept following Andreas (1995).

As a consequence of the persistent katabatic wind in the ablation area, our data are con-
fined to a narrow wind sector (30◦). The wind directional dependency of the model results
is found to be small so that we do not include a directional dependency in the drag model
equations.

The drag partition concept assumes that the total surface stress τ is partitioned into contri-
butions from form drag τR and from stress on the underlying surface τS , so that τ = τR + τS .
In the model, the total stress τ is written as

τ = ρU 2
H [CSH + λCR] exp

(
−cλ

UH

u∗

)
(4)

where ρ is the air density, UH is wind speed at height H , CSH is the drag coefficient of the
underlying surface referenced to a height H (i.e. the obstacle height), CR is the form drag
coefficient of the obstacle, and c is an empirical constant determined to be 0.25 by Raupach
(1994). The exponential term accounts for sheltering effects by the roughness elements with
c determining the rate at which an element wake spreads in the cross-stream direction.
A drag coefficient referenced to a height z is directly related to z0 through

C−1/2
z = U (z)

u∗
= 1

k
ln[(z − d)/z0]. (5)

Notice also that the drag coefficient for the total surfaces stress, referenced to height H , can
be written as

τ/ρU 2
H = u2

∗/U 2
H ≡ CDH = 1/r2. (6)

Inserting this into Eq. 4 and rearranging terms we obtain

[cλr/2]exp(−cλr/2) = [cλ/2][CSH + λCR]−1/2, (7)

which has the form

Xe−X = a. (8)

Equation 8 is solved using Newton’s method giving multiple solutions, and the only nontrivial
case is when 0 < a < e−1, which has only one physical solution. Next, X is related to the
total drag coefficient according to

C−1/2
DH = 2X/cλ. (9)

We now discuss the derivation of CSH , CR and λ values. To obtain CSH we assume that
the surface stress at S5, at the end of the melt season, relates to the roughness of a flat melting
ice surface that is homogeneously covered with ice grains (microscale roughness) at the scale
of mm or tens of mm. For such a surface, z0 is found to vary around 10−3 m (Smeets et al.
1999; Denby and Smeets 2000). Before using this value as a model input, we first translate
it into the corresponding neutral drag coefficient referenced to 10-m height

CS10 = k2ln[(10 − d)/z0]−2 ≈ 2 × 10−3. (10)

Notice that d for a smooth melting ice surface is very small and can be neglected in Eq. 10.
To determine a value for λ, we need the scale and areal coverage of hummocks and domes.

These are estimated from photographs taken from a helicopter and from surface observations
during our yearly visits at the end of the melt season. A hummock is represented by a wedge
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with its inclined plane directed into the wind. The average height is about H = 1.5 m and
its rectangular sides are 10H and 5H , with the short side in line with the wind direction.
A dome is represented by a cone with an average height of H = 3.5 m and a radius of 15H .
Since the top of a dome is much smoother than that of a cone, the frontal area is substantially
larger and increased by a factor of 1.5. The areal coverage of hummocks is about 25 per
5,000 m2, and for domes, lying adjacent to each other, it is the reciprocal of their own surface
area. Hence, the unit surface area A per element is about 200 m2 and 8,660 m2.

We estimate CR from the results of Banke et al. (1980), who specifically performed form
drag measurements on six wedge shaped ice ridges with different slope angles of the wedge.
They found a linear relationship between the inclination angle of the ice ridge and the drag
coefficient CR = 0.012 + 0.012α with α the slope of the inclined plane in degrees. This
result was also confirmed by wind-tunnel data. We use the same relation to estimate the drag
coefficient of the inclined sides of hummocks and domes at S5.

To convert the drag coefficients referenced at 10 m and H we need to know the wind
speed profile. Near the top of large roughness elements, such as at S5, the log-linear profile
(Eq. 1) is not valid since it will be influenced by the flow around the obstacles. To overcome
this problem, a profile correction is introduced similar to the stability function. The log-linear
profile near the top of the obstacles is therefore written as

C−1/2
DH ≡ UH

u∗
= 1

k

[
ln

(
H − d

z0

)
+ ψH

]
(11)

from which we can derive the result for z0

z0 = (H − d)
[
exp(kC−1/2

DH ) − ψH

]−1
(12)

with ψH a profile influence function that is independent of surface properties and, after some
published and unpublished corrections, made equal to 0.193 by Raupach (1994).

Finally, when reworking all the profile and drag coefficient equations in Andreas (1995)
we arrive at his Eq. 29, which conveniently relates drag coefficients at the reference height
10 m to those at height H

C−1/2
D10 = C−1/2

DH + 1
k

[
ln

(
10 − d
H − d

)
− ψH

]
. (13)

It remains to determine a value for d that was defined by Thom (1971) as the effective
level at which the roughness elements absorb the momentum being transferred to the surface.
Raupach (1994) used this definition to derive

d =
(

HλCR

CSH + λCR

) [
1 − cdC1/2

DH A1/2/H
]

(14)

with cd a constant determined by Raupach (1992) to be 0.6 and A1/2 is an estimate for the
typical streamwise inter-element distance.

First, a value for CSH is computed using the outcome of Eq. 10 as input for Eq. 13. At
this point, however, we still do not know a value for d . As in Andreas (1995), d is estimated
from using d/H ≈ 0.3. Iterating the whole set of Equations on d does not give very different
results. Considering all uncertainties in the other parameters, this first estimate is very rea-
sonable. Next, we iterate Eq. 9 to obtain CDH . From this we can calculate d from Eq. 14 and
then z0 from Eq. 12.

In Table 3, we summarise the results for z0 and d using various geometries of the hum-
mocks and domes to illustrate the sensitivity to the input parameters. Values for d are only
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Table 3 Aerodynamic roughness lengths (z0) and displacement heights (dr , da , ds ) for an ice surface covered
with hummocks or domes with various geometries

Element type Height (m) Radius (m) z0 (10−3 m) dr (m) da (m) ds (m)

Hummock 1 13 0.33 0.14 0.11
Hummock 1.5 39 0.66 0.44 0.27
Hummock 2 80 1.04 0.76 0.5
Dome 3 80 2
Dome 4 80 3
Dome 3 60 3
Dome 3 100 2

The values of z0 and da were calculated with the drag partition model. The values of dr were calculated with
an expression that was derived by Raupach (1994) from results from the same drag model and dr is calculated
with a simple expression that was derived by Shao and Yang (2005) from comparing several drag model results

calculated for hummocks and, to capture the uncertainty of the currently used models, we
present results from three different methods. Equation 14 is used to calculate da and the
simplified expressions from Raupach (1994) and Shao and Yang (2005) yield dr and ds ,
respectively. These are written as

dr

H
= 1 − 1 − exp(−√

cd1λ)√
cd1λ

(15)

with parameter cd1 = 7.5, and

ds

H
=

( n
S

bl
)k

(16)

with the term in brackets the so-called skin area index, n/S the unit surface area of a hum-
mock, b and l the width and length of a hummock and k ≈ 0.5. These are robust expressions
that are less sensitive to the choice of model coefficients than the drag model.

The results in Table 3 clearly illustrate that hummocks dominate the total drag of the
ice surface at S5. The large-scale terrain roughness (i.e. domes), related to the surface water
drainage system, gives values of z0 that are about one order smaller. The results for hummocks
are very sensitive to the height H . Furthermore, varying the slope of the inclined windward
directed hummock surface by ± 25% varies z0 by about ± 35%. Notice that the value for
z0, with H = 1.5 m, compares well with the results from our measurements at the end of the
melt season, giving confidence in the model results. The values for d appear quite sensitive
(a factor of 2) to the method used, which illustrates the high uncertainty of the currently
available morphometric models. Averaging the results for a hummock with H = 1.5 m we
estimate that d ≈ 0.5 m.

Appendix II: Error Analysis

To evaluate the errors in the calculation of z0 from the profile data we use the general for-
mula for the absolute error )X (Fritschen and Gay 1979), which is equivalent to the total
differential of the function X consisting of several independent variables yi , each with its
own absolute error )yi

)X = )y1∂ X
∂y1

+ )y2∂ X
∂y2

+ · · · + )yn∂ X
∂yn

. (17)
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We derive a relationship for ln(z0) by applying Eq. 1 at two different measurement heights

ln(z0) = − ln
(

z′
2

z′
1

)
U
dU

− αmdzU
z′dU

z/L P + ln(z′) + αm z/L P (18)

with z′
1 = z1 + d , z′

2 = z2 + d , z′ = z + d , dU = U2 − U1, dz = z2 − z1, and αm = 5. The
indices 1 and 2 refer to the lower and upper measurement levels at the AWS, respectively.
The values for z′/L are directly calculated from Rig derived from our two-level AWS data by
using Equation 2, hence, z′/L = z/L P . The variables in Eq. 18 that have substantial errors
are the displacement height (d), the static stability correction (z/L P ), and the wind gradient
(dU ). Notice, that the calculation of z/L P only implies knowledge of the height difference
between the measurements and is therefore not affected by errors in d .

The contribution of the aforementioned variables to the error in ln(z0) can be found by
taking the partial derivatives of Eq. 18 and multiplying these with their respective abso-
lute errors. The errors in U , dz, and αm are relatively small and neglected here. The partial
derivatives for d , z/L P , and dU are

∂(ln(z0))

∂d
=

(
1
z′

1
− 1

z′
2

)
U
dU

+ 5dzU
dU z′2 z/L P + 1

z′ , (19)

∂(ln(z0))

∂(z/L P )
= −5dz

z′
U
dU

+ 5, (20)

∂(ln(z0))

∂(dU )
= ln

(
z′

2

z′
1

)
U

dU 2 + 5dz
z′

U
dU 2 z/L P . (21)

The errors in d , z/L P , and dU are determined to be )d = 0.5 m, )(dU ) = 0.1 m s−1, and
)(z/L P ) = 0.5z/L P , respectively. Notice, that the uncertainties in d and z/L P are chosen
to be extreme. The error in zL P equals the envelope of all the scatter in Fig. 7a and )d is
approximately equal to the difference between the minimum and maximum values given in
Table 3 of Appendix I.

The method described above gives a maximum possible error estimate since we combine
the individual errors in all variables in the most unfavourable way. It is more likely that errors
in the various variables are normally distributed, and there is some probability that errors in
the different variables will tend to compensate each other to a limited degree. This so-called
probable error is calculated from taking the square root of the sum of the squared terms in
Eq. 17 (Fritschen and Gay 1979).

Results from both methods are presented in Fig. 12 together with the bin-averaged results
for z0 from S5 (black dots and thick line). The black vertical error bars are the two-sided stan-
dard deviations for all data within a bin. The results from the error analysis are all presented
single sided, i.e., the results from the absolute and probable error analysis are plotted above
and below the black median value line, respectively. The absolute error in ln(z0), resulting
from the sum of errors in zL P and d , is plotted as a grey area and that from the wind gradient
as a thin black line. The thin dashed black line represents the probable error estimate from
all errors.

During winter, dU leads to a much larger error in ln(z0) than d and zL P . The surface
is smooth and, as a consequence, the wind gradient is small, )(dU ) relatively large and
d = 0 m. The increase of the absolute error from z/L P during winter is a coincidence and
indicates larger values of z/L P in the second half of winter. During the melt season, the
error due to d gradually increases to its maximum while the relative importance of )(dU )
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Fig. 12 Profile-derived aerodynamic roughness lengths z0 from S5 as a function of time plotted together with
the results from an error analysis. Every black dot represens the bin-averaged median value (bin size = 25 days)
and the black error bars are the twofold standard deviations from the measured data within a bin. The grey
colored area represents the sum of absolute errors due to uncertainties in d and z/L P . The thin black solid
line represents the absolute error due to uncertainties in the measurement of the wind gradient and the dashed
black line represents the overall probable error

decreases as the surface becomes rougher and dU increases. Remember that these results
are obtained by assuming a small value for the measurement error in the wind gradient,
)(dU ) = 0.1 m s−1 and, on the other hand, an unlikely large uncertainty for d and z/L P .
Hence, z0 is most sensitive to measurement errors in the wind gradient and the assumptions
made to derive d and z/L P are relatively unimportant. Only in the case of a very rough
surface, such as at S5 at the end of the melt season, are the errors resulting from uncertainties
in z/L P and d of comparable magnitude.

The probable error estimates in Fig. 12 (dashed line) compare very well with the vertical
error bars. The occasions that the error bars are larger than the probable error estimates relate
to increased variability of z0 within a bin due to snow events. This variability is not included
in the error analysis. Given the sensitivity of z0 to errors in the wind gradient, the results
suggest that the measurement error in the wind gradient is not larger than )dU = 0.1 m s−1.
The wind speed data from the AWS are thus of very good quality throughout the year.
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