Chapter 3. Random Variables

el

Discussion.

For S, the sum of n digits the argument shows that the distribution of S, is symmetric
about (41)n for every n. For odd n, say n = 2m + 1, this symmetry can be used just
as above to identify a probability in the distribution of Soms1 that is exactly 1/2:

P(Sam+1 < 9m+4) = P(Samy1 2 9Mm +5) = i

For odd n the histogram of S, has bars of equal height at the integers (4%)11 +1/2,
(4%)7), +3/2,..., so the distribution splits perfectly into two equal halves. For even
n the histogram of Sy, has a bar exactly on the point of symmetry (4%)11, and equal
bars at (41)n+1, (45)n+2,. ... Then the distribution of S, does not split into equal
halves to the right and left of (4%)11,, because there is a lump of probability right on
the point of symmetry which cannot be split in two. It can be shown that for even r,
the central probability P[S, = (43)n] is actually the largest individual probabilry ir
the distribution of S,,. It will be seen in Section 3.3 that for large n the distributior
of §,, follows a normal curve very closely. This is similar to what happens for large
n to the binomial (n,1/2) distribution of X; + -+ + X, for X, picked at randon
from {0, 1}. It follows that as in the binomial case, for large even n the distributior
of the sum of n digits has central term P[S,, = (43)n] that converges to zero ven
slowly, like a constant over /n. For very large n = 2m this term can be ignored, sc

P(S2m < 9m) = P(Sam > 9m) ~ 1
The approximate probability % is less than the true probability by
P(Sam = 9m)/2 ~ c/v/m

where the constant ¢ can be shown using the normal approximation to be equal t
1/+/33w, and “~" means that the ratio of the two sides tends to 1 as m — o00. (Se

Exercise 3.3.31).

Exercises 3.1

1. Let X be the number of heads in three tosses of a fair coin.
a) Display the distribution of X in a table.  b) Find the distribution of | X — 1.

Lo 2 i . :
'2.(; Let X and Y be the numbers obtained in two draws at random from a box containit

four tickets 1, 2, 3, and 4. Display the joint distribution table for X and Y
a) for sampling with replacement;  b) for sampling without replacement.

Calculate P(X < Y) from the table in each case.

R

j % 8. Suppose a fair die is rolled twice. Let S be the sum of the numbers on the two rolls.

a) What is the range of §?  b) Find the distribution of S5.

4. Let X; and X3 be the numbers obtained on two rolls of a fair die. Let Y} = max(X;, X-
Y, = min(X1. X2). Display joint distribution tables for ) (X1, X2); b (Y1,Y2).
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5. Find the distribution of Xy X for Xy and Xy as in Exercise +.

6. A fuir coin is tossed three times, Let U be the number of heads on the first two tosses.
Y the number of heads on the fast two tosses.

) Make a table showing the joint distribution of X and Y
by Are X oand Yoindependentr o Find the distribution of X+ Y
7. tet AL Boand ¢ be events that are independent. with probabilitios ¢, b and ¢ fet N
be the rundom number of events that occur.
W Express the event (V- 2 interms of A Bound ¢ ) Find P{N = 2).
8. A hand of five cards contains two aces and three kings, The five cards are shuttled and
dealt one by one. until an ace appears.
) Display in a4 whble the distribution of the number of cards dealt.

b)Y Supposce that dealing is continued until the second ace appears. Again display
the distribution of the number of cards dealt

o) Explain why the probabilities in the sccond table are just those in the first in a

ditferent order. (Hint: Think about dealing off the botiom of the deck!

9. A box contains 8 tickets. Pwo are marked 1. two marked 2. two marked 3. and two “
marked 4 Tickets are drawn at random from the hox without replacement until 4
number appears that has appeared before. Let X be the number of draws that are
made. Make a table o display the probability distribution of X

10. Blocks of Bernoulli trials. In » + m independent Bernoulli (p) trials. let S, be the
number of successes in the first notrials, T, the number of successes in the tast m trials.
) What is the distribution of 5,7 Why?
by What is the distibution of 75,7 Why?
) What s the distribution of S, -+ 1,7 Why?
b oAre S, and T, independent? Whye
11. Binomialsums. Lot {7, have binomial{n. p) distribution and ket V,, have binomial(m. p)
distribution. Suppose £ and Vi, are independent,

a Find the distribution of 17, 4 V), without caleudation by a simple argument that "
refers 1o the solution of Exercise 10 2

B Compare the resubtof pant attoa calealation of P00, + 4, - BiforO < k< e
13

from the joint distribution of T, and Vo, and hence prove the identiy

>0 - ()

<3 Derive the sdentity in part b)Y by o counting argument. Hint:s Classiyv the subsets
of size kol {0 o sk by how muany clements of 11 n b hev contain

A1 Denve the sdentity i part biie another was by finding the coetficientof phg o ¥ R

P

i g iy i g7 i two different wavs,
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¢ simplify the sum 377 (")

12. Grouping multinomial categories. Suppose that counts (Ny.o ... N ) are the num
bers of results in o categories i repeated tridlss So Ny N b has multinomig
distribution with parameters n and proo L pa as in the box above Pxample 7 e
Ve Answer the following questions with an explinadon, but no caleals
o

O What is the distribution of N2 by What s the distribution of Nyoo Ny

i 7

ey What is the joint distribution of N0 N cand o N N

13. A hox contains 2 badls of w different colors, with 2 of cach color Balls are picked &
rancdom from the hox with replicement untl two balls of the same color have appedred
Tt N be the number of draws made

0 Vind a formutbs for 20N - kY A 2080
1) Assuming /05 large. use e exponential approxinution to tind a formula o ko
erms of nosuch e PN~k is approximatels 1720 bvaluate & for e equal

one ithion.

14. 162 World Serics, weams A and 13 plas untdl one team has won four games. Assime thi
cuch game plaved is won by team A with probability poindependently of all previons
SAMNeS.

ar Forg = twough 7. find o formula i terms of pand g L ptorthe probabilig
that team A wins in g ganes.

by What is the probability that team A wins the World Seriesan terns of prand ¢

¢ Use vour formula o evaluate this probubitity tor p -~ 2/3

et N be a binomial (7. p) random variable. Explain why (A wins) = FPOx - 1

using an intuitive argument, Verify algebraieadly that this s true.
) Let ¢ represent the nomber of pames plaved. What is the distribution of &7 Fo
what value of pis G iodependent of the winner of the series?

15. 1ot ¥ amd Vo be independent each ungormly desribured on {1020 Sy Find

O OJNN Y b RN Y e oY Y
G Pion{ N Y)Y kitor b b

R T fuilee @ A Lol 2

ey Pimmi NUY5 o bt b ko

Crcdenst randon vanabilon v

16. Discrete convolution formula. fon b and b

Sy

.
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1) Without calculating out P(Z = k) exactly, sketch the histogrm of Z. and explain
its unusual shape.

18. Three dice are rolled.

2) What is the probability that the total number of spots showing is 11 or more?
(Hint: No long calculations!]

b) Find a number m such that if five dice are rolled, the probability that the total
number of spots showing is m or more is the same as this probability of 11 or
more spots from three dice.

19. Sum of biased dice. Let S be the sum of numbers obuained by rolling two biased dice
with possibly different biases described by probabilities pr... .. pe, and ry, ... 78, all
assumed to be nonzero.

4) Find formulae for P(S = k) for k=2, 7, and 12.
b) Show that P(S=T7)> P(S = 2)7’—6 + P(S = 1?)2.
T1 s

¢) Deduce that no matter how the two dice are biased, the numbers 2, 7, and 12
cannot be equally likely values for the sum. In particular, the sum cannot be
uniformly distributed on the numbers from 2 to 12.

d) Do there exist positive integers a and b and independent non-constant random
variables X and ¥ such that X + Y has uniform distribution on the set of integers
{a,a-+1....,a+ b}

20. Pairwise independence. Let X, ..., X5 be a sequence of random variables. Suppose
that X; and X; are independent for every pair (i,7) with 1 < 4 < j < n. Does this
imply X1,..., X, are independent? Sketch a proof or counterexample.

21. Sequential independence. Let X, . ... X, be a sequence of random variables. Sup-

pose that for every 1 < m < n — 1 the random sequence (Xi,..., Xm)is independent
of the next random variable X p 1. Does this imply Xy, ..., Xq are independent? Sketch
a proof or give a counterexample.

22. Suppose that random variables X and Y, cach with a finite number of possible values,
have joint probabilities of the form

P(X =2Y =y) = [(z)g(y)
for some functions f and g, for all (z,y).
2 Find formulae for P(X = ¢} and P(Y = y) in terms of fand g.

) Use vour formulae to show that X and Y are independent.

23. Suppose X and Y are two random variables such that X > ¥
B Yor a fixed number T, which would be greater, P(X < T) or P{Y < T}
1y What it T"is a random variable?
24. Suppose 2 box contains tickets, cach labeled by an integer. Let X, Y, and Z be the

cesults of draws at random with replacement from the box: Show that, no matter what
the distribution of numbers in the box, '

W P(Y +VYiseven) > 1/2, b P(X +Y 4+ Zisa multiple of 3) > 1/4.




