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Abstract. We study the solutions to the following Dirichlet boundary problem:

d2x(t)
dt2 + λ f (x(t)) = 0,

where x ∈ R, t ∈ R, λ ∈ R+, with boundary conditions:

x(0) = x(1) = A ∈ R.

Especially we focus on varying the parameters λ and A in the case where the phase
plane representation of the equation contains a saddle loop filled with a period annulus
surrounding a center.

We introduce the concept of mixed solutions which take on values above and below
x = A, generalizing the concept of the well-studied positive solutions.

This leads to a generalization of the so-called period function for a period annu-
lus. We derive expansions of these functions and formulas for the derivatives of these
generalized period functions.

The main result is that under generic conditions on f (x) so-called S-shaped bifur-
cations of mixed solutions occur.

As a consequence there exists an open interval for sufficiently small A for which λ
can be found such that three solutions of the same mixed type exist.

We show how these concepts relate to the simplest possible case f (x) = x(x + 1)
where despite its simple form difficult open problems remain.
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1 Introduction

We study the existence and bifurcation of solutions to a Dirichlet boundary problem:

d2x(t)
dt2 + λ f (x(t)) = 0, (1.1)
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where x ∈ R, t ∈ R, λ ∈ R+, with boundary conditions:

x(0) = x(1) = A ∈ R. (1.2)

The differential equation can be interpreted as the scalar motion of a particle in a conservative
potential field depending on its position only. The boundary condition implies that a particle
returns to its initial position after one second.

A possible interpretation of this problem is to find the initial speed dx(t)
dt |t=0 such that the

solution with initial conditions x(0) = A, dx(t)
dt |t=0 returns to x = A after one second.

In [5] Chicone studied a similar problem for Neumann and Dirichlet boundary problems.
In this paper we generalize his analysis. The different types of mixed solutions which we
study in this paper were not considered there. It turns out that these mixed solutions lead to
a richer and more complex solution structure than the cases studied in [5].

Conditions on f (x)

The function f (x) is taken to be real analytic. For some results this condition could be weak-
ened but for the clarity of reading we will assume that f (x) is real analytic in all the cases of
this paper.

In particular we will consider the case where the corresponding system in the phase plane
has a center at the origin:

f (0) = 0, f ′(0) > 0. (1.3)

This will ensure that a continuum of periodic orbits exists, i.e. a period annulus surrounding
a singularity of center type.

Furthermore to obtain global results we will typically impose that the corresponding sys-
tem in the phase plane has a saddle for x = xs:

f (xs) = 0, f ′(xs) < 0. (1.4)

Finally we impose that outside these two singularities the following relation holds:

x(x− xs) f (x) > 0, x 6= 0, x 6= xs. (1.5)

which ensures that no other singularities exist.

Conservative forces and applications

Boundary problems of the type (1.1), (1.2) have been studied extensively in the literature.
Typical choices for the conservative force f (x) are ex (see [2, 10]), (x − a)(x − b)(x − c) (see
[14, 27, 29]), e

x
1+εx (see [11, 30]), ∑k=n

k=0
xk

k! (see [32]), convex f (x) (see [19, 20]), quadratic f (x)
(see [4]). Applications of the BVP typically appear in the steady-state solutions of diffusion
equations, see [15] and [16] for an extensive discussion. Other examples of applications can
be found in the theory of combustion, see e.g. [3, 11, 30]. For other interesting flavours of
boundary value problems, see [1] and [25], where a constant damping term c dx(t)

dt was added
to the equation, and [9], where another type of damping was introduced. These cases with
damping are out of scope for this paper and require a different kind of analysis, since in
general no first integral of the differential equation is known. The analysis of the systems
with constant damping can be related to the study of limit cycles in so-called Liénard systems
after a Filippov transformation. The discussion of this relation is outside the scope of this
paper.
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Positive and negative solutions

In most of the papers on this subject A = 0 and only so-called positive solutions are studied,
where x(t) > 0 for 0 < t < 1. This generalizes to our formulation as the requirement that
x(t) > A for 0 < t < 1: the solution does not return to its initial value before t = 1. We
will refer to this as a positive solution to be consistent with the literature. Similarly a negative
solution can be defined as a solution for which x(t) < A for 0 < t < 1.

In the study of positive solutions many deep results have been proved in recent years. In
particular we refer to the papers [11, 12, 14], where upper bounds were found for the number
of solutions to the boundary value problems for general classes of potential functions.

In the phase plane (x, y), where y = dx(t)
dt , positive (negative) solutions are identified by

the property that the solution curve stays to the right (left) of the vertical line x = A before
returning to x = A.

Another important property of these types of solutions is that dx(t)
dt |t=0 > 0 (< 0) for

positive (negative) solutions. Positive (negative) solutions necessarily start at a point x = A,
y = y0 > 0 (y = y0 < 0) in the phase plane.

The study of negative solutions is essentially the same as for positive solutions. Similar
techniques can be applied. In this paper we typically prove results for the positive case and
state the results for the negative cases if needed without giving the detailed proofs.

Periodic orbits and mixed solutions

The main novelty of the research presented in this paper is the study of mixed solutions,
crossing the line x = A in the phase plane before their final return to x = A. Formally a
mixed solution is a solution such that ∃t̄ ∈ (0, 1) with x(t̄) = A, i.e. the solution will return
at least once to the initial value x(0) = A before t = 1. It implies that there exist values
t1, t2 ∈ (0, 1) such that x(t1) < A and x(t2) > A, hence the terminology mixed solution. A
necessary condition for this situation to be possible is that the solution lies on a periodic orbit
in the phase plane of (1.1). In systems of the type (1.1), because of its conservative nature,
no isolated period orbits (limit cycles) can occur and therefore necessarily we are looking at
systems which have a continuum of period orbits, a so-called period annulus.

In the fundamental paper on this subject [27] mixed solutions were studied for the case
f (x) = (x − a)(x − b)(x − c). The case of mixed solutions has not received much attention
in the literature since and we will show that new complex phenomena may occur even for
the simplest cases of f (x). In particular we will argue that the argument in [27] where it was
stated that for sufficiently large λ no bifurcation values will occur is not necessarily true in
general. Even for the simple quadratic case f (x) = x(x + 1) there are values of A such that
bifurcations exist no matter how large λ is chosen.

Time-to-return functions

Our approach will be to study the problem by a simple rescaling of the time parameter after
which we can continue the analysis by studying the time-to-return functions of system (1.1)
with λ = 1. These are functions depending on the integration constant (or energy level in
terms of the mechanical interpretation of the system) representing the time it takes to return
to the vertical line x = A in the phase plane. Returning to the initial x-coordinate can be
done in many different ways when the orbit in the phase plane is a closed curve representing
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a periodic solution. Part of the purpose of this paper is to categorize these different return
mechanisms and to analyze the corresponding time-to-return functions.

S-shaped bifurcations

In the literature one particular bifurcation phenomenon was observed for this type of bound-
ary value problem: the occurrence of S-shaped bifurcations for positive solutions, see [11, 13,
30]. Essentially this corresponds to the existence of two different critical λ values where so-
lutions to the equations bifurcate under a change of λ, while there exist λ-values for which
three solutions occur. We will show in this paper that S-shaped bifurcations occur for mixed
solutions under generic conditions on the function f (x), if the phase plane contains a period
annulus which is bounded on the outside by solution containing a saddle singularity (i.e. a
saddle loop) and on the inside by a singularity of center type.

Quadratic Hamiltonian

As illustration of the results for the general case we consider the simplest example by taking
f (x) = x(x + 1). For this quadratic Hamiltonian system several results have been obtained
in the past. It is well-known that for the case of positive and negative solutions at most two
solutions can occur for given λ, see [4, 19, 20]. The full period function is monotonic (see
e.g. [8]). The case of mixed solutions leads to more complicated situations. It will be shown
that for the mixed solution types with f (x) = x(1 + x), there exist λ-values for which at least
three mixed solutions occur and that S-shaped bifurcations occur.

Period functions

The problems addressed in this paper can be viewed as a generalization of the work on the
so-called period function of a period annulus. There is a rich literature on this subject (see for
example the pioneering work of [6] in the field of so-called quadratic systems and more recent
work in [21–24, 31]). In a sense, problems related to the period function can be interpreted as
a subset of the problems presented in this paper. We will show that in a generic setting at
least two local extreme values of the time-to-return functions can occur in the case of a mixed
solution, showing the increased complexity compared to the study of the period function.

Results

The main results of this paper are:

• a full classification of the solution types of system (1.1) with boundary conditions (1.2);

• analytical expressions for the corresponding time-to-return functions for each solution
type and their expansions near the center singularity;

• a new recursive formula for the derivatives of the full period function;

• existence of an S-shaped bifurcation phenomenon for systems with a generic form f (x)
under the condition that f ′′(0) 6= 0 and that a period annulus exists with a center and
saddle loop on its boundaries;

• finiteness of the number of solutions for each mixed solution type for a generic class of
f (x).
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2 Time-to-return functions

It is more convenient to study the boundary value problem (1.1), (1.2) in its equivalent form
in the phase plane, through the introduction of the auxiliary variable y(t) ≡ dx(t)

dt :

dx(t)
dt

= y(t),

dy(t)
dt

= −λ f (x(t)),
(2.1)

x(0) = x(1) = A. (2.2)

A simple scaling of the variables changes the boundary value problem (2.1), (2.2) into a
more tractable and traditional form, where a straightforward time-traversal can be studied for
all solutions. This is a well-known procedure, see e.g. [19].

Introducing new variables t = t̄√
λ

, y(t) = ȳ(t)
√

λ, the boundary problem (2.1), (2.2)
becomes:

dx(t̄)
dt̄

= ȳ(t̄),

dȳ(t̄)
dt̄

= − f (x(t̄)),
(2.3)

with boundary conditions
x(t̄ = 0) = x(t̄ =

√
λ) = A. (2.4)

i.e. the dependency on λ has been removed from the system of differential equations and
has been put into the boundary condition. In the following we will focus on this system and
drop the bars for notational convenience. We will refer to trajectories of (2.3) in the (x, y)
phase plane as orbits while we will refer to those trajectories satisfying not only (2.3), but the
additional boundary condition (2.4) as well, as solutions. So the set of solutions to (2.3), (2.4)
is contained in the set of orbits defined by (2.3) but not every orbit in the phase plane will
necessarily correspond to a solution.

2.1 Reformulating the original boundary value problem

In order to find solutions to the original boundary problem (1.1), (1.2), according to (2.4) we
need to find the time it takes an orbit of (2.3) starting at the line x = A in the phase plane
to reach the same line x = A again: for given λ those orbits of (2.3) returning to the original
vertical line x = A in

√
λ-time correspond to solutions of the original boundary problem

(1.1), (1.2). Depending on the nature of the solution curves in the phase plane, there is not
necessarily a unique way (if any) to achieve this. If the solution curve returns to x = A, then
we refer to the time it takes to traverse back to its original x-value as the time-to-return function.
Typically for periodic orbits there will not be a unique way to return to the original x-value
and therefore we will have to consider multiple time-to-return functions, each distinguished
by the way the solution returns to x = A.

The terminology function is used here to indicate that the time it takes to return to the
original x-value is a function of the initial starting point in the phase plane, i.e. depending on
the initial velocity (the initial y-value in the phase plane, i.e. dx(t)

dt |t=0 in system (2.3)).
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Figure 2.1: Phase portrait for system (2.3) with conditions (1.3), (1.4) and (1.5)
on f (x).

2.2 Phase plane interpretation of the Hamiltonian system

The orbits of the solutions of (2.3) in the phase plane can be written down explicitly:

h =
1
2

y2(t) + F(x(t)), (2.5)

where
F(u) ≡

∫ u

0
f (x)dx.

Each h corresponds to an integral curve in the phase plane. We will assume that conditions
(1.3), (1.4) and (1.5) hold. This implies that the phase portrait of the system contains two
singularities: a saddle at (x = xs, y = 0) and a center at (x = 0, y = 0). Through a change
of variables x → −x (if necessary) the saddle can be positioned to the left of the center, i.e.
xs < 0, which we will assume to hold true in the following for convenience of discussion.

The integration constant h ≡ hsep = F(xs) corresponds to a saddle loop, passing through
the saddle, see Figure 2.1. The integration constant h = 0 corresponds to the center point. For
the values 0 < h < hsep the region between center and saddle loop is filled with closed orbits
corresponding to periodic solutions, i.e. each h in this interval corresponds to one closed orbit,
which is symmetrical with respect to the x-axis as the integral formula (2.5) shows. The time
it takes to traverse a solution in the region y > 0 is the same as it takes to traverse the reflected
path for y < 0. Therefore when we consider traversal times along orbits we can always restrict
our attention to the part of the curve lying in y > 0.

The saddle loop intersects the x-axis in two points: through the saddle itself located at x =

xs and at the regular point x = x(2)s > 0 as long as ∃x(2)s > 0 such that F(xs) = F(x(2)s ). We will
assume that such a point exists, i.e. that the original system has a saddle loop. The arguments
of this paper generalize to the situation where x(2)s → ∞ but for notational convenience we
will omit this case here.

Since we are interested in the behaviour of the solutions to (1.1), (1.2) related to the periodic
orbits, we restrict the value of A to the interval xs < A < x(2)s . For values of A outside this
interval no periodic orbits can reach the vertical line x = A in the phase plane.

The set of periodic orbits for h ∈ (0, hsep) is referred to as a period annulus in the literature.
The closed orbit representing a periodic orbit in the phase plane is denoted in the following
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Figure 2.2: Properties of a periodic orbit of (2.3).

by γh.
Well-known properties of γh are:

• The orbit γh satisfies (2.5) for some integration constant h ∈ (0, hsep).

• The periodic orbit γh is symmetrical with respect to the x-axis. The time it takes to
traverse the periodic orbit for y > 0 is the same as for y < 0.

• For each h ∈ (0, hsep) γh crosses the x-axis in exactly two points, of which the coordinates
x−(h) < 0 and x+(h) > 0 satisfy F(x±(h)) = h.

• A periodic orbit γh intersecting a line x = B will do so in exactly two points (x = B, y =√
2(h− F(B)), (x = B, y = −

√
2(h− F(B)), except when x = B coincides with the

crossing of the x-axis by γh at x = x−(h) or x = x+(h). In those latter cases there is
only one intersection point: the vertical line x = B is tangent to γh at the crossing of the
x-axis at (x±(h) = B, 0).

These properties are summarized in Figure 2.2.

3 Categorization of solution types

3.1 Types of solutions

With the results from the previous section in mind we can categorize the different ways in
which a solution to (2.3), (2.4) can start and end on the vertical line x = A. In Figure 3.1 the full
list of possible solution types are displayed. Assume that the line x = A intersects the period
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Figure 3.1: Solution types for the boundary value problem on a periodic orbit
of (1.1).

orbit γh in two points (x = A, y = yA ≡
√

2(h− F(A)), (x = A, y = −yA ≡ −
√

2(h− F(A)),
see Figure 2.2. If there is no such intersection, then the orbit γh cannot generate solutions to
(2.3), (2.4).

Positive solutions. First we discuss the case of starting at (x = A, y = yA > 0), i.e. above
the x-axis. The solution starts at (x = A, y = yA) on the periodic orbit. It will cross the
x-axis at (x = x+(h), 0) and return to x = A for the first time by reaching the reflected point
(x = A, y = −yA). We denote this part of γh by SA

+(h). We call it the positive part of the
periodic orbit because all x-values are larger than A in correspondence with the notation in
the literature. The time to reach this first point of return we refer to as TA

+ (h).

Negative solutions. These solutions have the same properties as the positive solutions except
that the solutions have to stay on the left of the line x = A. It translates into a starting point
(x = A, y = yA < 0), i.e. below the x-axis, with the solution returning to its reflected point
above the x-axis. We denote this part of γh by SA

−(h) and the time to reach the other side by
TA
− (h).

Full solutions. A full solution returns to its original starting point (x = A, y = yA), i.e. a full
period rotation has been made in the phase plane. We denote the time to make a full rotation
by Tfull(h) (the period of γh) and the trajectory itself by Sn(h), where n = 1, 2, .. indicates
the number of full rotations that were made. The corresponding time-to-return function is
written as Tn(h) ≡ nTfull(h). The function Tfull(h) is what in the literature is referred to
as the so-called period function. Clearly from the definition S1(h) = SA

+(h) ⊕ SA
−(h) and

Tfull(h) = TA
+ (h) + TA

− (h).

Mixed solutions. The argument can be continued by considering a positive solution starting
at (x = A, y = yA > 0), returning to (x = A, y = −yA < 0) and then making one full rotation.
This orbit type is a combination of a partial rotation SA

+(h) followed by a full rotation along
Sfull(h). For notational convenience we label this trajectory by SA

3/2(h) to indicate that it is
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a union of the two trajectories S1(h) and SA
+(h). It is important to note that this trajectory

contains parts where x < A and x > A before returning. Therefore we refer to this type of
solution as a mixed solution. The full rotations are mixed as well, but these solutions we will
keep referring to as Sn(h).

Similarly we can define mixed solution types that start below the x-axis. For example
starting at (x = A, y = yA < 0), a partial trajectory is followed by one full rotation. This is
denoted by SA

−3/2(h).
In this way we find a countably infinite number of ways of returning to the line x = A,

starting at (x = A, y = yA) above and below the x-axis. In Figure 3.1 the different solution
types are indicated with the corresponding trajectories on the periodic orbit. We summarize
the possibilities as follows (the dependency on the parameter h was dropped for convenience
of reading):

• SA
+: one partial rotation from y > 0 to y < 0, ending at the reflection in the x-axis of the

starting point.

• Sfull ≡ S1: one full rotation on the period orbit returning to its original point.

• SA
3/2 = SA

+ ⊕ Sfull.

• S2 = SA
full ⊕ Sfull.

• SA
5/2= SA

+ ⊕ Sfull ⊕ Sfull.

• . . .

• SA
−, similar to SA

+ but starting at y < 0 and ending at y > 0.

• SA
−3/2 = SA

− ⊕ Sfull.

• SA
−5/2 = SA

− ⊕ Sfull ⊕ Sfull.

The full set of solutions can be categorized by the following types:

Proposition 3.1. Solutions to the boundary value problem (2.3) and (2.4) corresponding to a given
period orbit γh, where h is the integration constant in (2.5), can be categorized by:

• Positive solution: SA
+

• Full solutions: Sn, where n = 1, 2, 3, . . .

• Mixed solutions: SA
n+1/2, SA

−n−1/2, where n = 1, 2, 3, . . .

Remark 3.2. In the proposition we grouped all full period solutions under the same label as a
full solution. For all these cases the time-to-return function to the starting point in the phase
plane does not depend on A. The behaviour of the solutions solely depends on the structure
of the period function of the period annulus.

Each of the solution types in Proposition 3.1 is characterized by the number of times it
crosses the x-axis in the phase plane and where it crosses the x-axis, i.e. for x < A or x > A.
The way to choose the solution types was chosen to have an easy reference to these crossings.
In terms of the original boundary problem (1.1) and (1.2) a crossing of the x-axis corresponds
with a local minimum (x < A) or local maximum (x > A) of the solution as a function of
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t. This is due to the interpretation of the variable y in the phase plane as dx
dt . Therefore

the number of x-axis crossings equals the number of local extrema of the original solution.
Obviously an increase in rotations along the period orbit γh in the phase plane increases the
number of local extrema (i.e. each full rotation adds a local maximum and local minimum).
The conclusion is:

Proposition 3.3. According to the categorization of solutions in Proposition 3.1 to the original bound-
ary value problem (1.1) and (1.2) each type of solution is characterized by the number of crossings of
the x-axis by the periodic orbit γh in the phase plane of system (2.3):

• Positive solution: SA
+: one local maximum

• Negative solution: SA
−: one local minimum

• Full solutions: Sn, where n = 1, 2, 3, . . . : n local minima and n local maxima.

• Mixed solutions: SA
n+1/2, where n = 1, 2, 3, . . . : 2n+ 1 local extreme points, n+ 1 local maxima

and n local minima, the first local extreme point being a local maximum.

• Mixed solutions: SA
−n−1/2, where n = 1, 2, 3, . . . : 2n + 1 local extreme points, n local maxima

and n + 1 local minima, the first local extreme point being a local minimum.

3.2 Time-to-return functions for the different types of solutions

To each of the solution types as described in Proposition 3.1 we can associate the time it takes
to follow the trajectory from start to end point. As noted before, the corresponding trajectories
reflected in the x-axis are traversed in the same time span. The time-to-return functions can
be written as a linear combination of three fundamental functions:

Lemma 3.4. The time-to-return function for a positive solution of the type SA
+ is given by:

TA
+ (h) = 2

∫ x=x+(h)

x=A

dx
yh(x)

, (3.1)

where yh(x) ≡
√

2(h− F(x)) and F(x+(h)) = h, x+(h) > A.
The time-to-return function for a negative solution of the type SA

− is given by:

TA
− (h) = 2

∫ x=A

x=x−(h)

dx
yh(x)

, (3.2)

where F(x−(h)) = h, x−(h) < A.
The time-to-return function for a full solution of the type S1 is given by:

Tfull(h) = 2
∫ x+(h)

x=x−(h)

dx
yh(x)

. (3.3)

Proof. Consider the case of a positive solution SA
+, i.e. x(t) > A. The solution starts at

x = A, crosses the x-axis at (x+(h), 0) and then returns to x = A along a trajectory which
is the reflection of the trajectory above the x-axis. The time it takes to traverse the trajectory
above the x-axis is the same as the time it takes to traverse the trajectory below the x-axis.
Therefore the total return time is twice the time it takes to reach (x+(h), 0). The formula in
the lemma follows by using the relation dx(t)

dt = yh(x(t)) which implies t1 − t0 =
∫ x(t1)

x(t0)
dx

yh(x) ,
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where we defined yh(x) =
√

2(h− F(x)) for trajectories above the x-axis. Here x(t0) = A and
x(t1) = x+(h).

The proof for the negative solution follows the same arguments.
The formula for the full period is well-known in the literature (see e.g. [4]) .

Remark 3.5. The three functions are related by the obvious relation Tfull(h) = TA
+ (h) + TA

− (h).

As a direct consequence of the previous lemma and the solution structure as given in
Proposition 3.1, we can write down the time-to-return functions for all solution types:

Proposition 3.6. The time it takes to traverse the trajectories as defined by Proposition 3.1 of mixed
type can be expressed in terms of the three fundamental time-to-return functions of Lemma 3.4 in the
following way:

TA
n+1/2(h) = TA

+ (h) + nTfull(h), (3.4)

TA
−n−1/2(h) = TA

− (h) + nTfull(h), (3.5)

where n = 1, 2, . . .

Remark 3.7. Obviously TA
1/2(h) < Tfull(h), so there is a natural ordering of the values in the

proposition:

TA
1/2(h) < T1(h) < TA

3/2(h) < T2(h) < · · ·

TA
−1/2(h) < T1(h) < TA

−3/2(h) < T2(h) < · · ·

Due to the symmetry in the formulas for the negative and positive time-to-return functions,
we will focus on the functions TA

+ (h), TA
n (h) and TA

n+1/2(h) in this paper. The results for the
other two types TA

− (h), TA
−n−1/2(h) can be derived in a similar way and will differ only by

introduction of some additional minus signs in the expressions. The simplest way to achieve
this is by changing x → −x in (2.1), essentially changing f (x) into f (−x). Application of
the formulas for TA

+ (h) and TA
n+1/2(h) to the new system leads to the formulas for TA

− (h) and
TA
−n−1/2(h) in the original system.

4 Positive solutions

4.1 Expansion of the positive time-to-return function for small h and A = 0

Proposition 4.1. If f (x) is real analytic and condition (1.3) holds (i.e. a center exists at the origin of
the phase plane), then the positive time-to-return function (3.1) for A = 0 can be expanded for small h
as:

T0
+(h) = d0 + d1h

1
2 + d2h + d3h

3
2 + d4h2 + . . . (4.1)

The first two terms explicitly take the following form:

T0
+(h) =

π√
a0
− 2a1

a2
0

√
h + . . . (4.2)

where ai are the coefficients of the expansion of the potential function: F(x) = x2(a0 + a1x + a2x2 +

. . . ) near x = 0.
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Proof. We write T0
+(h) = 2

∫ x+(h)
0

dx
y(x,h) in the following convenient way (introduced in [27]):

T0
+(h) = T̃0

+(x+) =
√

2
∫ x=x+

x=0

dx√
F(x+)− F(x)

.

For convenience of reading (and because in the literature such a variable is used) we will write
x+ ≡ α.

With this notation we can rewrite the integral using a scaling of the integration variable
x = αu. The integral becomes:

T̃0
+(α) =

√
2
∫ u=1

u=0

αdu√
F(α)− F(αu)

. (4.3)

By assumption we know that F(x) has an expansion of the form F(x) = x2(a0 + a1x + a2x2 +

. . . ) Substitution of this expansion into the integral leads to:

T̃0
+(α) =

√
2
∫ u=1

u=0

du
R(u, α)

√
1− u

,

where R(u, α) =
√

Z0(u) + Z1(u)α + Z2(u)α2 + . . ., Z0(u) = a0(1+ u), Z1(u) = a1(1+ u+ u2),
. . . , Zi(u) = ai(1 + u + u2 + · · ·+ ui).

The function 1
R(u,α) is analytical on the interval of integration, because the function F(x)

does not have any other zeroes on the interval of integration (we consider only x-values close
to the isolated zero at x = 0), i.e. R(u, α) 6= 0 for 0 ≤ u ≤ 1.

It leads to the following expansion in α:

T̃0
+(α) = C0 + C1α + C2α2 + . . . (4.4)

where

C0 =
√

2
∫ 1

0

du√
Z0(u)

√
1− u

=
π√
2a0

,

C1 =
√

2
∫ 1

0

−Z1(u)du

2Z0(u)
3
2
√

1− u
= −
√

2a1

a
3
2
0

,

C2 =
√

2
∫ 1

0

(3Z1(u)2 − 4Z0(u)Z2(u))du

8Z0(u)
5
2
√

1− u
=

√
2(15πa2

1 − 12πa0a2 − 16a2
1)

8a
5
2
0

.

In order to find the expansion of the positive time-to-return function in terms of h we need to
find the relation between h and α for small h. After substitution of the above expansion for
F(x) into the relation

√
F(α) =

√
h we get:

α
√

a0 + a1α + a2α2 + . . . =
√

h.

Note that the term µ(α) ≡
√

a0 + a1α + a2α2 + . . . is analytical in α and µ(0) 6= 0. It means
that we can apply the Lagrange inversion theorem to get:

α(u) =
∞

∑
n=1

gn
un

n!
, (4.5)

where u =
√

h and

gn = lim
z→0

dn−1

dzn−1

[
1

µn(z)

]
.
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It follows that the first coefficients of the expansion are:

g1 = lim
z→0

1
µ(z)

=
1√
a0

,

g2 = lim
z→0

d
dz

[
1

µ2(z)

]
= − a1

a2
0

,

g3 = lim
z→0

d2

dz2

[
1

µ3(z)

]
=

15a2
1 − 12a0a2

4a
7
2
0

.

Substitution into (4.4) gives the expansion of the positive time-to-return function in terms of h.

T0
+(h) = C0 + C1α(h) + C2α(h)2 + · · · = π√

a0
− 2a1

a2
0

√
h + . . . (4.6)

4.2 Derivative of the positive time-to-return function for A 6= 0

Lemma 4.2. For A 6= 0 the derivative of the time-to-return functions TA
+ (h) (3.1) with respect to h is

given by the following equivalent expressions:

h
dTA

+ (h)
dh

=

√
2hA

f (A)
√

h− hA
+
∫ y=

√
h−hA

y=0
ω′(x(y))dy, (4.7)

where hA = F(A), ω(u) ≡ F(u)
f (u)2 , ω′(u) = dω(u)

du , x(y) satisfies h = 1
2 y2 + F(x(y)), y > 0.

dTA
+ (h)
dh

=
∫ Ā=A

Ā=0

1
√

2(h− hĀ)
3
2

dĀ +
dT0

+(h)
dh

. (4.8)

Proof. Multiply the expression for TA
+ (h) as given in (3.1) by h and use that h = 1

2 y2 + F(x) to
write it in the form:

hTA
+ (h) = 2

∫ x=x+(h)

x=A

(
1
2

yh(x) +
F(x)
yh(x)

)
dx.

Integration by parts using dyh(x)
dx = − f (x)

yh(x) leads to:

hTA
+ (h) = 2

[
hAyh(A)

f (A)
+
∫ x=x+(h)

x=A

(
1
2
+

(
F(x)
f (x)

′
))

yh(x)dx

]
,

where yh(A) =
√

2(h− hA).
Taking the derivative of this expression with respect to h leads to:

h
dTA

+ (h)
dh

=

√
2hA

f (A)
√

h− hA
+ 2

[∫ x=x+(h)

x=A

(
−1

2
+

(
F(x)
f (x)

′
))

1
yh(x)

dx

]
,

where the relation ∂yh(x)
∂h = 1

yh(x) was used. Next we write − 1
2 +

( F(x)
f (x)

)′
= 1

2 f (x)ω′(x) and
change the integration variable from x to y to obtain the first equation of the lemma:

h
dTA

+ (h)
dh

=

√
2hA

f (A)
√

h− hA
+
∫ x=x+(h)

x=A
f (x)ω′(x)

1
yh(x)

dx

=

√
2hA

f (A)
√

h− hA
−
∫ y=0

y=
√

h−hA

ω′(x)dy,
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where the last step uses the fact that y(x) satisfies the differential equation dy
dx = − f (x)

y .
The first step in proving the second equation (4.8) in the lemma is to differentiate the

expression for TA
+ (h) with respect to A:

∂TA
+ (h)
∂A

= −
√

2√
h− hA

. (4.9)

Differentiating this expression with respect to h gives:

∂2TA
+ (h)

∂h ∂A
=

1
√

2(h− hA)
3
2

.

The second equation (4.8) in the lemma then follows by integration over the variable A with

the notation that dT0
+(h)
dh represents the derivative of the positive time-to-return function for

A = 0.

4.3 Limits of the positive time-to-return function

This section contains the limits of the positive time-to-return function TA
+ (h) near the bound-

ary of its definition, i.e. h = 0, the center, and h = hsep, the saddle loop.

Proposition 4.3. The behaviour near h = hA of the positive time-to-return function TA
+ (h)in (3.1) and

its derivative, defined on h ∈ (hA, hsep) for system (2.3) with real analytic f (x) satisfying conditions
(1.3), (1.4), (1.5) and f ′′(0) 6= 0 is as follows:
For A < 0:

lim
h↓hA

TA
+ (h) = TA

full > 0. (4.10)

For A = 0:
lim
h↓0

T0
+(h) =

1
2

T0 > 0. (4.11)

For A > 0:
lim
h↓hA

TA
+ (h) = 0, (4.12)

where the period of the periodic orbit γhA is abbreviated as TA
full and is given by the expression:

TA
full ≡ 2

∫ x=x+(hA)

x=x−(hA)

dx
yhA(x)

,

where hA ≡ F(A). The orbit γhA is the periodic orbit tangent to the vertical line x = A, passing
through the point (x = A, y = 0) in the phase plane.

The limiting value T0 is given by the expression 2π
f ′(0) and is the limiting period of the period orbits

in the period annulus when approaching the center in the phase plane.
The limits of the derivative are: For A < 0:

lim
h↓hA

dTA
+ (h)
dh

= −∞. (4.13)

For A = 0:

lim
h↓0

dT0
+(h)
dh

= − sign( f ′′(0))∞. (4.14)

For A > 0:

lim
h↓hA

dTA
+ (h)
dh

= ∞. (4.15)
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Figure 4.1: The three different cases for the limits of the function T0
+(h) depend-

ing on the sign of A. The case depicted here is for f ′′(0) > 0.

Proof. For A 6= 0 the limits for h ↓ hA for TA
+ (h) follow from the facts that:

For A > 0 the curve S+ shrinks and approaches the point (x = A, y = 0), i.e. in (3.1) the
upper integral limit x+(h) approaches A and the integral approaches 0.

For A < 0, the curve S+ approaches the periodic orbit tangent to x = A if h ↓ hA and
therefore the value of the positive time-to-return function approaches the full period of this
periodic orbit.

For A 6= 0 the limits for h ↓ hA for the derivative dTA
+ (h)
dh follow from the expression

(4.7) in Lemma 4.2. The integral expression is bounded (and actually approaches 0 in the
limit) because of the continuity and boundedness of the function ω′(x) in the integrand and
therefore the behaviour of the derivative is dominated by the first term

√
2hA

f (A)
√

h−hA
which

approaches ±∞ with the sign depending on the sign of f (A) which is positive (negative) for
A > 0 (A < 0).

For A = 0 we can use the expansion of Proposition 4.1, i.e. expansion (4.2). The equations
of the lemma follow taking into account that the sign of a1 is determined by f ′′(0). If f ′′(0) = 0
higher order contributions of the expansion need to be taken into account, which can be
achieved by a straightforward procedure which is outside the scope of the paper.

The limits for the different cases are summarized in Figure 4.1.

Note 4.4. The crucial observation in Proposition 4.3 is that the limits in (4.10), (4.11) and (4.12)
are not continuous as a function of A. The value in (4.10) approaches T0 when A ↑ 0, while
the value is equal to 1

2 T0 for A = 0 and is identically equal to 0 for A > 0. The change in
the sign of the derivatives (4.13), (4.14), (4.15) while crossing A = 0 is exactly the cause of the
occurrence of S-shaped bifurcations in the mixed solution cases of this paper.

At the end point of the interval for h, i.e. h = hsep, we can use the position of the saddle
loop to arrive at:
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Lemma 4.5. The limiting behaviour of the positive time-to-return function in TA
+ (h) (3.1) and its

derivative, defined on h ∈ (hA, hsep) for system (2.3) near h = hsep, is as follows:

lim
h↓hsep

TA
+ (h) = C(A) > 0, (4.16)

lim
h↓hsep

dTA
+ (h)
dh

= C2(A). (4.17)

Proof. These limits follow from the fact that the part of the saddle loop surrounding the period
annulus for x > A is traversed in a finite positive time, because the saddle is positioned at
x = xs < A. Note that the sign of C2(A) is undetermined, which is of no further importance
for the discussion in this paper.

5 Full solutions

The full period solutions as defined in (3.3) correspond to the traditional period function of
the period annulus. First we derive a new iterative procedure for determining the derivatives
of all order for the period function.

5.1 Derivatives of the period function

Proposition 5.1. The n-th derivative dnTfull(h)
dhn ≡ T(n)

full (h), n ≥ 0 of (3.3) can be expressed in the form
(with n = 0 referring to the function Tfull(h) itself):

hnT(n)
full (h) = cn

∫ x+(h)

x−(h)
yh(x)2n−1ψn(x)dx, (5.1)

where

cn =
1

2n−1
1

1 · 3 · 5 · . . . · (2n− 1)
,

ψn(x) = L[I ](n)
ω(x)(x),

L[g](n)
ω(x)(x) ≡ L[L[. . . [L[g]] . . . ]](x),

L[g]ω(x)(x) ≡ [(ω(x)g(x))′ + ω(x)g′(x)]′,

ω(x) ≡ F(x)
f (x)2 ,

and the identity function I is defined by:
I(x) ≡ 1.

The initial values for the iterations are:

c0 = 2,

ψ0(x) = 1.
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Proof. The proof is by induction. The formula is true for n = 0, because of (3.3). It implies
that:

c0 = 2,

ψ0(x) = 1.

Next we show that it will hold true for n + 1 if the formula is true for n. For notational
simplicity we write Tfull = T and suppress the dependency of x− and x+ on h.

Multiply (5.1) with respect to h on both sides to obtain:

hn+1T(n)(h) = cn

∫ x+

x−

[
1
2

yh(x)2n+1ψn(x) + yh(x)2n−1F(x)ψn(x)
]

dx,

where we used (2.5), the expression relating h, x, y on an integral curve.
To the second term on the right hand side we apply integration by parts using dy

dx = − f (x)
yh(x) ,

which is allowed since F(x) has a double zero at x = 0 compensating for the zero of f (x) at
x = 0 introduced in the denominator:

cn

∫ x+

x−
yh(x)2n−1F(x)ψn(x)dx = −cn

∫ x+

x−

F(x)ψn(x)
(2n + 1) f (x)

dyh(x)2n+1,

which leads to (since the boundary terms vanish):

hn+1T(n)(h) = cn

∫ x+

x−
yh(x)2n+1

[
1
2

ψn(x) +
1

(2n + 1)

(
F(x)ψn(x)

f (x)

)′]
dx.

Differentiating this expression with respect to h gives:

hn+1T(n+1)(h) = cn

∫ x+

x−
yh(x)2n−1

[(
F(x)ψn(x)

f (x)

)′
− 1

2
ψn(x)

]
dx.

In this expression the integrand can be rewritten in the following convenient form:(
F(x)ψn(x)

f (x)

)′
− 1

2
ψn(x) =

1
2

[
f (x)

(
F(x)ψn(x)

f (x)2

)′
+

F(x)ψ′n(x)
f (x)

]
.

It follows that:

hn+1T(n+1)(h) =
1
2

cn

∫ x+

x−
yh(x)2n−1

[
f (x)

(
F(x)ψn(x)

f (x)2

)′
+

F(x)ψ′n(x)
f (x)

]
dx.

Note that F(x) has a double zero at x = 0 and therefore the expression F(x)
f (x)2 should be well-

behaved near x = 0.
Again with the use of the relation dy

dx = − f (x)
yh(x) , another integration by parts leads to:

hn+1T(n+1)(h) =
cn

2(2n + 1)

∫ x+

x−
yh(x)2n+1

[(
F(x)ψn(x)

f (x)2

)′
+

F(x)ψ′n(x)
f (x)2

]′
dx.

This confirms the general form for the nth derivative of the period function as indicated in
equation (5.1):

hn+1T(n+1)(h) = cn+1

∫ x+

x−
yh(x)2n+1ψn+1(x)dx,
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where
cn+1 =

1
2(2n + 1)

cn,

ψn+1(x) =
(

F(x)ψn(x)
f (x)2

)′′
+

(
F(x)ψ′n(x)

f (x)2

)′
.

According to this iterative procedure the first couple of derivatives take the following form:

hT′full(h) = c1

∫ x+(h)

x−(h)
yh(x)ψ1(x)dx,

h2T′′full(h) = c2

∫ x+(h)

x−(h)
[yh(x)]3ψ2(x)dx,

h3T′′′full(h) = c3

∫ x+(h)

x−(h)
[yh(x)]5ψ3(x)dx,

ψ1(x) = ω′′(x),

ψ2(x) = (ω′′(x))2 + 3ω′(x)ω′′′(x) + 2ω(x)ωiv(x),

ψ3(x) = (ω′′(x))3 + 22ω(x)ω′′(x)ωiv(x) + 18ω′(x)ω′′(x)ω′′′(x) + 15(ω′(x))2ωiv(x)

+ 10ω(x)(ω′′′(x))2 + 20ω(x)ω′(x)ωv(x) + 4(ω(x))2ωvi(x),

(5.2)

where ω(x) ≡ F(x)
f (x)2 .

The first derivative corresponds with the well-known expression used in the literature, e.g.
see [8]. The expressions for the higher order derivatives seem to be new.

5.2 Properties of the full period function

Proposition 5.2. The behaviour of the full time-to-return function Tfull(h)in (3.3) and its derivative,
defined on h ∈ (hA, hsep) for system (2.3) with real analytic f (x) satisfying conditions (1.3), (1.4),
(1.5), near the boundaries of its domain is as follows:

For A 6= 0:

lim
h↓hA

Tfull(h) = TA
full > 0,

lim
h↓hA

dTfull(h)
dh

= C3(A) < ∞.
(5.3)

For A = 0:

lim
h↓0

Tfull(h) = T0 > 0,

lim
h↓0

dTfull(h)
dh

= C3(0) < ∞,
(5.4)

where the period of the periodic orbit γheff tangent to x = A is abbreviated as TA
full and is given by the

expression:

TA
full ≡ 2

∫ x=x+(heff )

x=x−(heff )

dx
yheff (x)

,

where heff ≡ F(A). Notice that for A > 0 (A < 0), we have the relation x+(heff ) = A (x−(heff ) = A).
The limiting value T0 is given by the expression 2π

f ′(0) .
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Figure 5.1: The limits of the full period functions nTfull(h) with n = 1, 2, 3.

Near the outer boundary of the period annulus enclosed by a saddle loop we have the straightforward
result:

lim
h↑hsep

Tfull(h) = ∞,

lim
h↑hsep

dTfull(h)
dh

= ∞.
(5.5)

Proof. The results for limh↓hA and A 6= 0 follow from the definition of the full period function.
Tfull(h) does not depend on A and will therefore assume the value of the function at hA due
to continuity. The limit for A = 0 is a classical result for the period of a periodic solution near
an elementary center, see e.g. [4]. In particular for the results of this paper it is important to
notice that the derivative remains bounded when approaching the center point at h = 0.

The outer boundary h = hsep is the saddle loop. The integrand inside the integral defining
the period function Tfull(h) approaches an essential singularity for limh↑hsep and the value of
the integral goes to ∞. The intuition behind this is that the periodic orbits near the outer
boundary of the period annulus approach the saddle singularity where the solutions of the
ODE become slower and the passage time approaches ∞. A similar argument can be used for
the derivatives.

The limits for the full period functions are shown in Figure 5.1.

6 Mixed solutions

6.1 Properties of the mixed time-to-return functions

Using the limits for TA
+ (h) and TA

full(h) we can immediately write down the limits for TA
n+1/2(h).

Proposition 6.1. The behaviour of the mixed time-to-return function TA
n+1/2(h) in (3.4) and its deriva-

tive, defined on h ∈ (hA, hsep) for system (2.3) with real analytic f (x) satisfying conditions (1.3), (1.4),
(1.5), near h = hA and h = hsep, is as follows:

For A < 0:
lim
h↓hA

TA
n+1/2(h) = (n + 1)TA

full > 0. (6.1)

For A = 0:
lim
h↓0

TA
n+1/2(h) = (n +

1
2
)T0. (6.2)
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Figure 6.1: The limits of the mixed period functions TA
n+1/2(h) with n = 1, 2, 3

for the case f ′′(0) > 0.

For A > 0:
lim
h↓hA

TA
n+1/2(h) = 0. (6.3)

The limits of the derivative are:
For A < 0:

lim
h↓hA

dTA
n+1/2(h)

dh
= −∞. (6.4)

For A = 0:

lim
h↓0

dT0
n+1/2(h)

dh
= − sign( f ′′(0))∞. (6.5)

For A > 0:

lim
h↓hA

dTA
n+1/2(h)

dh
= ∞. (6.6)

Near the outer boundary the functions and their derivatives approach infinity:

lim
h↑hsep

TA
n+1/2(h) = ∞,

lim
h↑hsep

dTA
n+1/2(h)

dh
= ∞.

(6.7)

Proof. Since the mixed time-to-return functions are linear combinations of the positive time-
to-return function and the full period function through:

TA
n+1/2(h) = TA

+ (h) + nTfull(h),

the limiting behaviour near the boundaries follows in a straightforward way from the pre-
viously derived limits for TA

1/2(h) (Proposition 4.3) and Tfull(h) (Proposition 5.2). The critical
quantity is the limit in (6.5) which is determined by the sign of f ′′(0).

The limits for the mixed period functions are shown in Figure 6.1 for the case f ′′(0) > 0.
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Note 6.2. As was indicated in Note 4.4, the functions display a discontinuity while changing
A, i.e. while crossing A = 0, as indicated in the limits (6.1), (6.2) and (6.3). Moreover, the
derivatives (6.4), (6.5) and (6.6) will change sign while crossing A = 0. This is the cause
for the occurrence of an additional local extreme value of the mixed period functions while
changing A. The discontinuity requires an accurate analysis and is the reason for the technical
proofs in the next sections.

6.2 Existence of a local minimum for the mixed time-to-return functions T A
n+1/2(h)

for sufficiently small A and f ′′(0) > 0

For convenience of the exposition we will discuss the case f ′′(0) > 0. The case f ′′(0) < 0 can
be analysed in a similar fashion. The function TA

n+1/2(h) for A = 0 tends to +∞ for h ↑ hsep

according to (6.7). Since at h = 0 the derivative is −∞ according to (6.5), there must exist a
local minimum for some h ∈ (0, hsep).

Proposition 6.3. For each n > 0 and with A = 0 the mixed time-to-return function TA
n+1/2(h) in (3.4)

with real analytic f (x) satisfying conditions (1.3), (1.4), (1.5) and f ′′(0) > 0, defined on h ∈ (0, hsep)

for system (2.3) has at least one local minimum for h = h0
1.

Proof. The proof follows easily from the limiting behaviour of the mixed time-to-return func-

tions as given in Proposition 6.1. For each n we have limh↓0
dT0

n+1/2(h)
dh = −∞, limh↑hsep

dT0
n+1/2(h)

dh =

∞.
It follows from the continuity of T0

n+1/2(h) that there exists at least one value 0 < h1(n) <

hsep such that
dT0

n+1/2(h)
dh |h=h1(n) = 0 and (h− h1(n))dT0

n+1/2(h) > 0 in a sufficiently small neigh-
borhood of h = h1(n), i.e. T0

n+1/2(h) has a local minimum at h = h0
1(n).

The visualization of the proof is shown in Figure 6.2. Next we prove that the minimum
of the previous proposition persists when A is perturbed. For the following we also need
estimates on the location of this minimum.

Proposition 6.4. For each n > 0 there exists A = ε(n) such that the mixed time-to-return function
TA

n+1/2(h) in (3.4) with A ∈ (0, ε(n)) defined on h ∈ (hA, hsep) for system (2.3) with real analytic f (x)

satisfying conditions (1.3), (1.4), (1.5) and f ′′(0) > 0, has at least one local minimum for h = hε(n)
1 (n)

with |hε(n)
1 (n)− h0

1(n)| < δ(ε(n)), where h0
1(n) corresponds to the local minimum of T0

n+1/2(h) in
Proposition 6.3.

Proof. From the representation (4.8) in Lemma 4.2 of the derivative of the positive time-to-
return function it follows immediately that:

dTε
+(h)
dh

− dT0
+(h)
dh

=
∫ Ā=ε

Ā=0

1
√

2(h− hĀ)
3
2

dĀ.

Since Tε
n+1/2(h) = Tε

+(h)+ nTfull(h) where Tfull(h) does not depend on ε, the above relationship
implies that:

dTε
n+1/2(h)

dh
−

dT0
n+1/2(h)

dh
=
∫ Ā=ε

Ā=0

1
√

2(h− hĀ)
3
2

dĀ. (6.8)

Consider an interval hδ1 < h0
1(n) < hδ2 such that

dT0
n+1/2(h)

dh < 0 (> 0) for hδ1 < h0
1(n) (h0

1(n) <
hδ2). According to Proposition 6.3 this is possible. For given n choose h∗ ∈ (hδ1 , h0

1(n)). Since
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Figure 6.2: The existence of a minimum h0
1(n) for the mixed time-to-return

functions TA
n+1/2(h) with n = 1, 2, 3 for A = 0 in system (2.3) with real analytic

f (x) satisfying conditions (1.3), (1.4), (1.5) and f ′′(0) > 0.

in (6.8) the integrand on the right hand side is bounded for fixed h∗ > hĀ, for all 0 < Ā < ε,
we can choose ε small such that:

dTε
n+1/2(h)

dh
|h=h∗ =

dT0
n+1/2(h)

dh
|h=h∗ +

∫ Ā=ε

Ā=0

1
√

2(h∗ − hĀ)
3
2

dĀ < 0.

Moreover we have by construction that:

dTε
(n+1/2)(h)

dh
|h=h∗∗ =

dT0
(n+1/2)(h)

dh
|h=h∗∗ +

∫ Ā=ε

Ā=0

1
√

2(h∗∗ − hĀ)
3
2

dĀ > 0,

for h∗∗ ∈ (h0
1(n), hδ2).

From these two equations we conclude that for each n we can find a value h = hε(n)
1 (n)

such that
dTA

n+1/2(h)
dh has a zero where the sign changes from minus to plus for increasing h,

i.e. TA
n+1/2(h) has a local minimum for a value of h close to the local minimum h0

1(n) of
T0

n+1/2(h).

The persistence of the minimum of the mixed period functions for small ε is shown in
Figure 6.3.

Note 6.5. This proposition basically states that for sufficiently small A > 0 the local minimum
of the mixed time-to-return function TA

n+1/2(h) persists as would be expected from continuity.

6.3 Existence of a local maximum for the mixed time-to-return functions T A
n+1/2(h)

for sufficiently small A and f ′′(0) > 0

The result of the previous section showed that a local minimum exists for TA
n+1/2(h) when A

is sufficiently small. However, the results of the limits for the derivatives in Figure 6.1 show
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Figure 6.3: The persistence of a minimum hε
1(n) for the mixed time-to-return

functions TA
n+1/2(h) for A = ε > 0 in system (2.3) with real analytic f (x) satis-

fying conditions (1.3), (1.4), (1.5) and f ′′(0) > 0.

that crossing A = 0 the derivative changes sign. This can only be explained by the creation of
a local maximum on the function TA

n+1/2(h).

Proposition 6.6. For each n > 0 there exists A = ε(n) such that the mixed time-to-return function
TA

n+1/2(h) in (3.4) with A ∈ (0, ε(n)) defined on h ∈ (hA, hsep) for system (2.3) with real analytic f (x)

satisfying conditions (1.3), (1.4), (1.5) and f ′′(0) > 0, has at least one local maximum for h = hε(n)
2 (n)

with hA < hε(n)
2 (n) < δ2(ε(n)).

Proof. In the proof of Proposition 6.4 it was shown that for sufficiently small A, there will be
a value h = h∗ depending on n for which the derivative of the mixed time-to-return function
TA

n+1/2(h) is negative. From Proposition 6.1 we know that for A > 0:

lim
h↓hA

dTA
n+1/2(h)

dh
= ∞,

implying that there exists h∗∗ close enough to hA such that
dTA

n+1/2(h)
dh |h∗∗ > 0. Therefore there

is (at least one) a value hε(n)
2 (n) ∈ (h∗∗, h∗) such that

dTA
n+1/2(h)

dh |
hε(n)

2 (n)
= 0. Moreover the

derivative changes sign from minus to plus around this zero, showing that it represents a
local maximum of the function TA

n+1/2(h) as we set out to prove.

The creation of a local maximum of the mixed period functions for small ε is shown in
Figure 6.4.

Note 6.7. This proposition basically states that for sufficiently small A > 0 a local maximum of
the mixed time-to-return function TA

n+1/2(h) is created from the center point at (x = 0, y = 0)
in the phase plane by changing the parameter A. The condition f ′′(0) > 0 ensures that a
local maximum is created. This is a critical ingredient for the S-shaped bifurcation of the next
section.
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Figure 6.4: The creation of a maximum hε
2(n) for the mixed time-to-return func-

tions TA
n+1/2(h) for A = ε > 0 in system (2.3) with real analytic f (x) satisfying

conditions (1.3), (1.4), (1.5) and f ′′(0) > 0.

Figure 6.5: The S-shaped mixed time-to-return functions TA
n+1/2(h) with n =

1, 2, . . . for A = ε > 0 and f ′′(0) > 0.

6.4 Co-existence of a local maximum and a local minimum for the mixed time-to-
return functions T A

n+1/2(h) for sufficiently small A and f ′′(0) > 0

The results of the previous two sections showed the existence of a local minimum and maxi-
mum for the function TA

n+1/2(h). Combining these results we immediately get our main result.

Theorem 6.8. For each n > 0 there exists A = ε(n) such that the mixed time-to-return function
TA

n+1/2(h) in (3.4) with A ∈ (0, ε(n)) defined on h ∈ (hA, hsep) for system (2.3) with real analytic f (x)

satisfying conditions (1.3), (1.4), (1.5) and f ′′(0) > 0, has at least one local minimum h = hε(n)
1 (n)

and one local maximum for h = hε(n)
2 (n) for small enough ε(n).

Proof. The theorem is a direct consequence of the statements in Proposition 6.4 and Proposi-
tion 6.6.

The co-existence of a local maximum and local minimum of the mixed period functions
for small ε is shown in Figure 6.5.
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Note 6.9. This proposition basically states that for sufficiently small A > 0 an S-shaped bifur-
cation occurs for each type of mixed time-to-return function TA

n+1/2(h) with n = 1, 2, . . . This
S-shape does not occur if f ′′(0) < 0. In that case it is not difficult to verify that the other type
of mixed time-to-return function TA

−n−1/2(h) will exhibit an S-shaped bifurcation. The case
f ′′(0) = 0 is more difficult because it would require taking higher order contributions into
account. We believe that even in these cases S-shaped bifurcations will take place.

7 Example of a quadratic Hamiltonian system

In this section we provide an application of the previous sections to the simplest possible
nonlinear case f (x) = x(x + 1). The conditions (1.3), (1.4) and (1.5) and f ′′(0) > 0 are
satisfied, since f (0) = 0, f ′(0) = 1, f ′′(0) = 2 > 0 and xs = −1 < 0, f (−1) = 0, f ′(−1) = −1
and f (x)x(x− xs) = x2(x + 1)2. The integral of this system is given by:

h =
1
2

y2(t) +
1
2

x(t)2 +
1
3

x(t)3. (7.1)

with the saddle loop represented by h = hsep = 1
6 . The saddle loop passes through the saddle

singularity at x = −1 and the regular point x = 1
2 , i.e. we consider −1 < A < 1

2 .
The derivatives of the full period function satisfy the following relations.

Lemma 7.1. On the interval h ∈
(
0, 1

6

)
the period function Tfull(h) for the quadratic Hamiltonian

system (2.3) with f (x) = x(1 + x) satisfies:

dTfull(h)
dh

> 0,

d2Tfull(h)
dh2 > 0,

d3Tfull(h)
dh3 > 0.

Proof. In Proposition (5.1) a recurrence relation was derived for the full period function of
orbits in (2.3). The first three derivatives are given by:

h
dTfull(h)

dh
= c1

∫ x+

x−
yh(x)ψ1(x)dx,

h2 d2Tfull(h)
dh2 = c2

∫ x+

x−
y3

h(x)ψ2(x)dx,

h3 d3Tfull(h)
dh3 = c3

∫ x+

x−
y5

h(x)ψ3(x)dx,

where yh(x) =
√

2(h− F(x)), c1, c2, c3 positive constants,

ψ1(x) =
(

F(x)
f (x)2

)′′
,

ψ2(x) =
(

F(x)ψ1(x)
f (x)2

)′′
+

(
F(x)ψ′1(x)

f (x)2

)′
,

ψ3(x) =
(

F(x)ψ2(x)
f (x)2

)′′
+

(
F(x)ψ′2(x)

f (x)2

)′
.
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The result of the lemma follows by proving that the three functions ψ1(x), ψ1(x), ψ1(x) are

positive on the interval of interest. In our case x ∈
(
− 1, 1

2

)
and F(x)

f (x)2 =
1
2 x2− 1

3 x3

x2(x+1)2 =
1
2−

1
3 x

(x+1)2 . With
this the three functions can be written out to become:

ψ1(x) =
1
3
(5 + 2x)
(1 + x)4 ,

ψ2(x) =
35
9
(11 + 10x + 2x2)

(1 + x)8 ,

ψ3(x) =
35
27

(2431 + 3486x + 1560x2 + 208x3)

(1 + x)12 .

These expressions are easily seen to be positive on the interval x ∈
(
− 1, 1

2

)
.

In particular this lemma proves that the full period function is convex and monotonically
increasing as a function of h. The convexity property seems to be new result. The positive
time-to-return function is more difficult to analyze, even for this simple case. The following
results were already established in the literature.

Lemma 7.2. The positive time-to-return function TA
+ (h) in (3.1) for A = 0 is monotonically decreasing

for (2.3) with f (x) = x(1 + x).

Proof. As before we first write:

T0
+(h) = T̃0

+(x+) =
√

2
∫ x=x+

x=0

dx√
F(x+)− F(x)

.

Again we will write x+ ≡ α.
With this notation we can rewrite the integral using a scaling of the integration variable

x = αu. The integral becomes:

T̃0
+(α) =

√
2
∫ u=1

u=0

αdu√
F(α)− F(αu)

.

We formally differentiate with respect to α to get:

dT̃0
+(α)

dα
=
√

2
∫ u=1

u=0

√
F(α)− F(αu)− α

f (α)−u f (αu)
2
√

F(α)−F(αu)

F(α)− F(αu)
du.

Rewriting the integrand we get

dT̃0
+(α)

dα
=

√
2

2

∫ u=1

u=0

2(F(α)− F(αu))− (α f (α)− αu f (αu))

(F(α)− F(αu))
3
2

du.

This can be rewritten in the following compact form (after changing back to the integration
variable x = αu):

dT̃0
+(α)

dα
=

√
2

2

∫ x=α

x=0

∆[θ(x)]

∆[F(x)]
3
2

dx
α

, (7.2)

where θ(x) ≡ 2F(x)− x f (x) and ∆[Z(x)] ≡ Z(α)− Z(x).
In the case of the quadratic Hamiltonian f (x) = x(1 + x), F(x) = 1

2 x2 + 1
3 x3 which leads

to: θ(x) = x2 + 2
3 x3 − x2(1 + x) = − 1

3 x3 < 0 and θ′(x) < 0 for x > 0.

This implies that the integrand of (7.2) will be negative for 0 < x < α. Therefore dT̃0
+(α)
dα < 0

implying dT0
+(h)
dh < 0 as we set out to prove.
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Note 7.3. It is straightforward by using the same type of argument to prove that the positive
time-to-return function T0

+(h) is monotonically decreasing for −1 < A < 0 as well.

If A > 0 the situation is slightly more complicated, because the function TA
+ (h) will have

a local maximum for some A. For our discussion of mixed time-to-return functions it is
important to establish that there exists a value 0 < A∗ < 1

2 such that T0
+(h) is monotonically

increasing for 0 < A∗ ≤ A < 1
2 .

Lemma 7.4. ∃A∗ ∈ (0, 1
2 ) such that the positive time-to-return function TA

+ (h) in (3.1) is monotoni-
cally increasing for a quadratic Hamiltonian system (2.3) with f (x) = x(1 + x).

Proof. The proof is similar to the case A = 0, except that we cannot use the formula introduced
above which was only valid for A = 0. Formally, the same procedure leads to the following
expression for the derivative dT̃A

+ (α)
dα :

dT̃A
+ (α)

dα
=

√
2

2

∫ x=α

x=0

∆[θA(x)]

∆[F(x)]
3
2

dx
α

, (7.3)

where θA(x) ≡ 2F(x)− (x− A) f (x).
Substitution of f (x) = x(1 + x) gives: θA(x) = 1

3 x(−x2 + 3Ax + 3A) and dθA(x)
dx = −x2 +

2Ax + A. A straightforward calculation shows that θA(x) is monotonically increasing on
the interval x ∈ (A, 1

2 ) if 1
8 < A < 1

2 . Therefore for this range of A, ∆[θA(x)] is positive
and dT̃A

+ (α)
dα > 0 proving that the derivative of TA

+ (h) is positive. The lemma follows with
A∗ < 1

8 .

Note 7.5. It is not so straightforward to prove that the positive time-to-return function T0
+(h)

has a unique local maximum for 0 < A < A∗ with this technique. It follows from other results
in the literature, i.e. see [4, 19].

The application of Theorem 6.8 to the case f (x) = x(x + 1) shows that the case of the
mixed solutions is much more complicated. A full proof of the exact number of local maxima
and minima seems to be difficult even for this case.

Theorem 7.6. For each n > 0 there exists A = ε(n) such that the mixed time-to-return function
TA

n+1/2(h) in (3.4) with A ∈ (0, ε(n)) defined on h ∈ (hA, hsep) for system (2.3) with f (x) = x(x+ 1)

has at least one local minimum h = hε(n)
1 (n) and one local maximum for h = hε(n)

2 (n) for sufficiently
small ε(n).

8 Number of solutions for fixed λ

The previous sections showed the existence of an S-shaped bifurcation for mixed time-to-
return functions. This section is aimed at investigating how λ affects the number of solutions
to the original boundary value problem (1.1), (1.2) with conditions (1.3), (1.4) and (1.5). For
this we need to consider the intersection of a horizontal line T = λ2 = constant with the
different time-to-return functions TA

+ (h), Tn(h), TA
n+1/2(h). Each intersection will correspond

to a solution to the original problem for such a value of λ. Each tangency of the horizontal
line with such a function (i.e. tangent to a local minimum or maximum of the graph of the
function) corresponds to a bifurcation value of λ.
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Figure 8.1: Numerical example of the co-existence of three solutions of type SA
3/2

to the boundary value problem for λ = 86.23908, A = 0.002 for the quadratic
Hamiltonian case f (x) = x(1 + x). The initial conditions for the three solutions
are dx(t)

dt |t=0 = 0.46, dx(t)
dt |t=0 = 1.03, dx(t)

dt |t=0 = 1.71.

8.1 Number of solutions for fixed λ, fixed solution type

First we consider each type separately and find an estimate on the number of possible solu-
tions as a function of λ.

According to the results of the previous sections we know that at least three solutions of
the type SA

n+1/2 (for each n) exist for a proper choice of the parameter λ according to Theorem
6.8. Since for small A > 0 the function has at least one local maximum and local minimum,
there must exist a horizontal line which crosses the graph of the function in at least three
points, i.e. TA

n+1/2(h) = λ2 has at least three solutions for an appropriate choice of λ.

Proposition 8.1. Boundary value problem (1.1) with real analytic f (x) satisfying conditions (1.3),
(1.4), (1.5) and f ′′(0) > 0, for sufficiently small positive A, has at least three solutions of mixed type
SA

n+1/2 (for each n) by choosing λ appropriately.

In Figure 8.1 a numerical example is shown for this situation, i.e. an example of system
(1.1) with f (x) = x(1 + x) and boundary condition (1.2) having three solutions of the same
type. Figure 8.2 displays the mixed period function for the case TA

3/2, i.e. an example of system
(1.1) with f (x) = x(1 + x) and boundary condition (1.2) while varying the parameter A. It is
clearly visible that for the parameters A = 0.001 and A = 0.002, a local maximum and local
minimum occur. Both disappear by increasing A further as shown for the value A = 0.0035.

8.2 Number of simultaneous solutions for fixed λ

The first step in estimating the number of simultaneous solutions for the different solution
types is to determine the range of the functions. From the properties of the previous sections,
the following results are straightforward.

Lemma 8.2. For system (2.3) with real analytic f (x) satisfying conditions (1.3), (1.4), (1.5) and
f ′′(0) > 0, the ranges of the time-to-return functions are:

• TA
+ (h) ∈ (C1(A), C2(A)) with 0 < C2(A) < ∞; 0 < C1(A) < ∞, for xs < A ≤ 0, and

C1(A) = 0 for 0 < A < x(2)s ,

• Tn(h) ∈ (nTfull(hmin), ∞), where hmin corresponds to the global minimum Tfull(hmin) > 0 of
Tfull(h).

• TA
n+1/2(h) ∈ (C3(A, n), ∞), with C3(A, n) > 0.
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Figure 8.2: Numerical example for the mixed period function TA
3/2 for the

quadratic Hamiltonian case f (x) = x(1 + x) while varying the parameter A.
Five cases are shown for A. For A = −0.0005 and A = 0 only one local mini-
mum occurs. For small positive A, i.e. A = 0.001 and A = 0.002 an additional
local maximum occurs. For larger A, i.e. A = 0.0035, the function is monotoni-
cally increasing and both local extreme points have disappeared.

Proof. The function Tfull(h) tends to ∞ for h→ hsep according to Lemma 5.2. Since it is positive
on a bounded interval and Tfull(0) > 0, a global minimum of the function must exist, denoted
by hmin.

This establishes the results for Tn(h) and TA
n+1/2(h) due to the continuity of the functions

on the bounded open interval for h. In the latter case the minimum value C3(A, n) is not
trivial to find explicitly, except when A > 0: we have TA

n+1/2(h) > Tn(h) = nTfull(h) and
limh↓hA TA

n+1/2(hA) = nTfull(hA). See Figures 8.5, 8.6 for the case of f (x) = x(x + 1) where the
function Tfull(h) is monotonically increasing according to Lemma 7.1.

The result for the remaining case TA
+ (h) follows from the fact that TA

+ (h) approaches 0 for
h ↓ hA for 0 < A < 1

2 , while it approaches a positive constant when −1 < A ≤ 0 according to
Proposition 4.3.

Note 8.3. The important feature of the lemma is that the range of each of the countably many
functions Tn(h) and TA

n+1/2(h) extends to +∞. This is due to the fact that the period annulus
is bounded on the exterior by a saddle loop. The other important feature is that the lower
bounds of the functions Tn(h) and TA

n+1/2(h) grow with increasing n as we will show below.

The implication of this lemma is that for each fixed sufficiently large λ the original bound-
ary value problem has at least one solution. In the case xs < A ≤ 0 there is an open interval
(0, C1(A)) such that for λ in this interval no solutions exist for the boundary value problem.
For A = 0 there is a second interval (C2(A), Tfull(0)) such that no solutions exist for λ in
this range. The different possibilities for the relative positions of the functions are shown in
Figures 8.3, 8.4, 8.5, 8.6 for the case of f (x) = x(x + 1) where the function Tfull(h) is mono-
tonically increasing according to Lemma 7.1. The figures assume that the maximum number
of local extreme values on each time-to-return functions is three. Therefore the figures are
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Figure 8.3: Conjectured time-to-return functions for simultaneous solutions to
the boundary value problem for (2.3) with f (x) = x(1 + x), xs < A ≤ 0.

Figure 8.4: Conjectured time-to-return functions for simultaneous solutions to
the boundary value problem for (2.3) with f (x) = x(1 + x), A = 0.

Figure 8.5: Conjectured time-to-return functions for simultaneous solutions to
the boundary value problem for (2.3) with f (x) = x(1 + x), 0 < A = ε� 1.
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Figure 8.6: Conjectured time-to-return functions for simultaneous solutions to
the boundary value problem for (2.3) with f (x) = x(1 + x), 0 < A∗ < A < 1

2 .

labelled as conjectured and have not been verified numerically.
The next proposition follows from the fact that in Lemma 8.2 the range of the countably

infinite functions Tn(h) and TA
n+1/2(h) is bounded below by a number which is monotonically

increasing as a function of n. This is obvious for the functions Tn(h) which are bounded
below by nTfull(hmin). For the function TA

n+1/2(h) we have the trivial estimate TA
n+1/2(h) =

Tn(h) + TA
+ (h) > Tn(h) > nTfull(hmin). The consequence of these lower bounds is that for

given λ, there are only finitely many functions which have a lower bound below λ. It implies
the finiteness of solutions of the boundary problem:

Proposition 8.4. Boundary value problem (1.1) with real analytic f (x) satisfying conditions (1.3),
(1.4), (1.5) and f ′′(0) > 0, has finitely many solutions for each λ > 0 if 0 < A < x(2)s and for each
λ ∈ (C1(A), ∞) (with C1(A) defined in Lemma 8.2) if xs < A ≤ 0.

The exact number is not easy to verify since we do not have an upper bound on the number
of local maxima and minima of the mixed time-to-return functions. Figures 8.3, 8.4, 8.5, 8.6
show for the case f (x) = x(x + 1) that for increasing λ the number of solutions will grow with
discrete jumps even though the exact number has not been proved, or verified numerically.
The number of solutions will jump when λ will cross a value of TA

n+1/2(h) corresponding to a
local minimum or maximum. For −xs < A ≤ 0 the functions each have (at least) a minimum
value C3(A, n) which increases without an upper bound as a function of n. It shows that for
any chosen λc countably infinite bifurcation values λ∗n > λc can be found. This contradicts the
statement in the paper [27] where it was stated that only for small λ bifurcations would occur
for mixed solutions.

8.3 Systems with an infinite number of solutions

The previous section showed that boundary value problem (1.1) with real analytic f (x) sat-
isfying conditions (1.3), (1.4), (1.5) and f ′′(0) > 0, has finitely many solutions for given λ.
It is not difficult to point out the reason why this number is finite. The period annulus is
bounded on the outside by a saddle loop. It causes the full time-to-return functions Tn(h) to
become unbounded when h ↑ hsep. The functions will have a discrete set of distinct values
when h ↓ hA. These two properties combined with the continuity of the functions causes the



32 A. Zegeling and P. A. Zegeling

Figure 8.7: Simultaneous solutions to a boundary value problem with f (x) =

x + 1
2 x2 + 1

6 x3, A = 0 where the period annulus is unbounded.

finiteness of solutions, i.e. a finite number of intersections for any horizontal line with the
collection of graphs of TA

n+1/2(h) and Tn(h).
It leaves the problem to determine in which situations this conclusion cannot be drawn.

This could happen in the case when the period annulus is not bounded by a finite solution
curve. A typical example is the case of an unbounded period annulus with the property that
f (x)→ ±∞ as O(x1+α) when x → ±∞ with α > 0. In such a case the time-to-return function
will approach 0 for large h instead of ∞ (as was the case for a saddle loop). If Tfull(h) tends
to 0 instead of ∞, then each of the functions TA

n+1/2(h), Tn(h) will approach 0. It implies that
for each λ there will be an infinite number of intersections with the graphs of the functions
TA

n+1/2(h), Tn(h). Therefore the original boundary value problem has an infinite number of
solutions. It is outside the scope of this paper to give a full classification of all the different
structure types for the simultaneous solutions of equation (1.1) with boundary condition (1.2)
for arbitrary f (x), but the above argument can be extended to achieve this. Moreover, the
existence of an S-shaped bifurcation can be generalized as well to any case of f (x) such that a
period annulus occurs with a center singularity on the inside and a finite loop formed by the
separatrices of two saddles.

In Figure 8.7 we sketch an example of a case with infinitely many solutions for f (x) =

x + 1
2 x2 + 1

6 x3, A = 0 as numerically discussed in [32].

9 Representation of bifurcations in phase plane

It is possible to represent the bifurcations of the different mixed solution types in a transparent
way as a function of A by making the following observation:

Lemma 9.1. Suppose system (2.3) has a period annulus in the phase plane surrounding a singularity
of center type, represented by the integral curve given in (2.5) on some interval h ∈ (hmin, hmax). Then
for given h on the orbit γh in the phase plane there exists for each of the functions TA

n+1/2(h) exactly one

point
(
x = Abif

(2n+1)/2, y = y(Abif
(2n+1)/2, h)

)
≡ (xbif , ybif ), such that the boundary value problem (1.1)
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with boundary condition (1.2) where A = xbif and dx(t)
dt |t=0 = ybif has a bifurcation value λ = λbif .

The bifurcation points of the boundary value problem can be represented by a curve µn+1/2(h) in the
phase plane intersecting the period annulus transversally. The case n = 0 is included representing the
positive time-to-return function TA

+ (h).

Proof. For a given periodic orbit, i.e. fixed h, the domain of A-values is given by (A−, A+)

where F(A±) = 0. The periodic orbit in a period annulus needs to intersect the x-axis in
exactly two points defined by F(x) = 0 and we indicate those two x-values by A− and A+.

See Figure 9.1. Equation (4.7) in Lemma 4.2 shows an expression for dTA
+ (h)
dh . At the end

points necessarily F(A) = hA and in the expression dTA
+ (h)
dh =

√
2hA

f (A)
√

h−hA
+
∫ y=

√
h−hA

y=0 ω′(x(y))dy

the term
√

2hA
f (A)

√
h−hA

will blow up when A approaches the boundary values. For a periodic
orbit in a period annulus necessarily f (A−) < 0 and f (A+) > 0 and we conclude that

limA→A−,A+
dTA

+ (h)
dh = sign( f (A±))∞ = ∓∞. According to (4.9) TA

+ (h) is monotonically de-

creasing as a function of A, showing that there exists exactly one value A such that dTA
+ (h)
dh = 0.

This argument holds true if f (x) has a unique zero on the relevant x-interval. If f (x) has
multiple zeroes, the period annulus is bounded on the inside by a solution curve consisting of
separatrices from one or more saddle(s). In that case the conclusion will be more complicated,
which is outside the scope of this paper.

The same argument applies to the function TA
n+1/2(h) = TA

+ (h) + nTfull(h) because Tfull(h)
does not depend on A and does not influence the behaviour near the end points A− and A+

and the monotonicity of the derivative with respect to A. It follows that for each n = 1, 2, 3...,

fixed h, there is a unique Abif
(2n+1)/2 such that

dTA
n+1/2(h)

dh = 0, i.e. a bifurcation value for the
original boundary value problem.

There are many other properties of the bifurcation curves µn+1/2(h) mentioned in Lemma
9.1 that can be derived, but they are out of scope for this paper. We briefly indicate some
results which are not difficult to prove using the formulas in Lemma 4.2:

• If dTfull(h)
dh > 0 (< 0) then the bifurcation points (x = Abif

(2n+1)/2, y = y(Abif
(2n+1)/2, h)) are

ordered counter-clockwise (clockwise) on the periodic orbit for increasing n. If dTfull(h)
dh =

0 the points (x = Abif
(2n+1)/2, y = y(Abif

(2n+1)/2, h)) collapse into a single point on the
periodic orbit. Figure 9.1 shows the three situations.

• If the period annulus has a singularity of center type as its inner boundary, then the
curve µn+1/2(h) approaches the center in the phase plane along a vertical tangent direc-
tion. Figure 9.2 shows a sketch of this for the case f (x) = x(1 + x).

• If the curve µn+1/2(h) moves to the right (left) for increasing h, then the bifurcation point
corresponds to a local maximum (minimum) of the function TA

n+1/2(h). If the curve
µn+1/2(h) has a vertical tangent line (i.e. it is changing direction in the phase plane),
then a local maximum and minimum coincide to form a inflection point on TA

n+1/2(h).

• If a vertical line x = A in the phase plane intersects µn+1/2(h) in two points, then an
S-shaped bifurcation takes place. See Figure 9.2 where the situation is sketched for the
case of f (x) = x(1 + x). The results in the figure have been confirmed numerically. It is
clearly visible how for A = ε > 0 the situation occurs as was discussed in the previous
sections.
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Figure 9.1: Ordered bifurcation points on a periodic orbit in a period annulus
corresponding to the different types of time-to-return functions.

Figure 9.2: Schematic display of the different types of bifurcation curves shown
in the phase plane for the quadratic Hamiltonian case f (x) = x(1 + x).

10 Discussion

In this paper we studied mixed solutions of a nonlinear ordinary differential equation with
Dirichlet boundary conditions. The purpose was to show that generically complex bifurcation
phenomena occur, even for the most simple nonlinear choice i.e. f (x) = x(1+ x). The obvious
question remains how these results extend to more complex cases. The following topics for
further study come to our mind.

1) Generalizations

The results of this paper do not only apply to the case of a saddle loop surrounding the
period annulus with a center inside. A full categorization for all solution types in the case of
the general structure of f (x) is feasible and should lead to similar results as in this paper. In
particular we would like to point out the condition f ′′(0) > 0 which is necessary for the mixed
solutions to have an S-shaped bifurcation near the center singularity. If f ′′(0) < 0, then it is
not difficult to show that an S-shaped bifurcation will occur for the negative mixed solutions
SA
−(n+1/2), where n = 1, 2, 3, ... It implies that if f ′′(0) 6= 0 near a center singularity then always

an S-shaped bifurcation can be found among the mixed solutions.
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2) Relation between the different time-to-return functions

There is a relation between the positive, negative and full time-to-return functions:
Tfull(h) = TA

+ (h) + TA
− (h). This indicates that even though for all solution types different

phenomena occur there is still some intrinsic relation between them. For example, the expan-
sion of the functions near the center singularity, i.e. h ↓ 0 has an interesting structure caused
by this relationship. The full period function is analytical in h, while the positive time-to-
return function TA

+ (h) is analytical in the variable
√

h (see the expansion in Proposition 4.1).
For the negative time-to-return function a similar result holds. The structure becomes:

Tfull(h) = T0 + c1h + c2h2 + . . .

TA
+ (h) =

1
2
(T0 + c1h + c2h2 + . . . ) +

√
h(d0 + d1h + d22

h + . . . )

TA
− (h) =

1
2
(T0 + c1h + c2h2 + . . . )−

√
h(d0 + d1h + d22

h + . . . )

It would be interesting to extend the analysis for the local bifurcation of small-amplitude
critical periods for the full period function (for which an extensive literature exists) to the
cases of the positive and negative time-to-return functions and the different types of mixed
time-to-return functions.

3) Proving upper bounds

This paper mainly addressed the existence of solutions without considering the upper bounds
on the number of solutions. For example in the case of the quadratic Hamiltonian x(1 + x)
the conjecture is that at most three solutions can occur for each type of mixed solution. The
difficulty in proving this lies in the fact that the function contains the full period function for
which the depending parameter is h and the positive time-to-return function for which the
natural depending parameter is x+(h) (see the proof of Proposition 4.1). In order to study
the mixed functions a way must be found to combine the different techniques for these two
functions.
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