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Abstract

The c-functions, related to a reductive symmetric space G/H and a
fixed representation 7 of a maximal compact subgroup K of G, are shown
to satisfy polynomial bounds in imaginary directions.

Introduction

Let X = G/H be a reductive symmetric space and K C G a maximal compact
subgroup. The harmonic analysis for K-finite functions on G/H has been devel-
oped in the past 3 decades (see for example [13], [19], [11], [12], [7], [8], [9] and
further references mentioned there) as a generalization of the work of Harish-
Chandra [14]. Associated to each finite dimensional representation (7,V;) of
K, and to each cuspidal o-parabolic subgroup P of G, there is a fundamental
family of functions on G/H, called Eisenstein integrals, on which the spectral
decomposition of L?(G/H) is based. The asymptotic behavior of these func-
tions, when the space variable x € X tends to infinity in various directions,
is described through c-functions, analogous to Harish-Chandra’s generalized c-
functions. The c-functions, which play a profound role in the harmonic analysis,
are matrix-valued meromorphi functions of the complex spectral parameter .

It is convenient to normalize the Eisenstein integrals so that the c-function
corresponding to a particular asymptotic direction is 1. The asymptotic behav-
ior of the normalized Eisenstein integral is then described by the normalized
c-functions, which are quotients of the unnormalized c-functions. They are de-
noted C°(s : A). In this paper we shall establish a polynomial bound for these
normalized c-functions, when A tends to infinity in imaginary directions, for the
case where the parabolic subgroup P is o-minimal. More precisely we prove
that if A varies such that its real part stays bounded, then there exists a polyno-
mial ¢(\) such that the entries of the product ¢(\)C°(s : \) are polynomially
bounded in A. Obviously, the polynomial ¢ serves to eliminate singularities.
Our result includes the information about this polynomial that it is a product
of first order polynomials given by roots.

The result which we shall prove was stated without proof as Theorem 10.1
in [9]. It was then used to obtain a characterization of the Paley-Wiener space
for G/H, which differs from the one established in [9], and which had previously



been conjectured in [5]. The essential difference between the two characteriza-
tions is that in [5] the growth conditions are only required in a single Weyl
chamber. Every Fourier transform ¢ of a compactly supported function of type
T satisfies the transformation property ¢(sA) = C°(s : X\)p(A) for each element
s in the Weyl group. It follows from the polynomial estimate for C°(s : \)
that the growth estimates of Paley-Wiener type hold for all A if they hold on a
single chamber.

In the special case of a Riemannian symmetric space and the trivial K-type,
the c-function is explicitly known from the formula of Gindikin and Karpelevic,
by which it is expressed as a product of quotients of gamma functions (see for
example [16], p. 447). In this case our normalized c-functions are the quotients
c(sA)/c(A), where s belongs to the Weyl group, and the polynomial estimate
follows easily from known properties of the gamma function. More generally,
when the group G is considered as a symmetric space for G x G, a similar ar-
gument can be carried out for the quotients which normalize Harish-Chandra’s
generalized c-functions for this case. Here one employs Wallach’s result [22],
that the matrix entries of the generalized c-functions are quotients of gamma
functions.

As in Harish-Chandra’s case, the c-functions for a K-type 7 on a reductive
symmetric space G/H are closely related to standard intertwining operators
for the principal series. These operators satisfy estimates of polynomial type.
On the subspace of K-finite vectors this follows for example from [17], and in
general it follows from the functional equation of Vogan and Wallach [21]. In
the first part of the paper, Section 1, we establish an estimate of this type for
standard intertwining operators, with refined information about the polynomial
factor that governs singularities. The estimate is derived by using the functional
equation of [21]. As we believe this result to be of independent interest, we have
written the exposition of this part without reference to the theory of reductive
symmetric spaces.

The main result in the article, the estimate of c-functions, is stated in Thm.
2.1 in Section 2. In this section we also introduce the necessary background
notation related to reductive symmetric spaces. The proof is given in Sections 3-
5. The main ingredients are the previous estimate for the standard intertwining
operators, a similar estimate for a map which parametrizes H-fixed distribution
vectors in the minimal principal series of G/H, and finally a similar estimate
for the inverse of this parametrizing map, the so-called evaluation map.

1 Estimates for intertwining operators

Let G be a real reductive group of the Harish-Chandra class, see [20], and let
K be a maximal compact subgroup of G, with associated Cartan involution
0. The differential of this involution is an involution of the Lie algebra g and
denoted by the same symbol. As usual, we adopt the convention to denote
Lie groups by Roman capital letters, and the associated Lie algebras by the
corresponding German lower case letters. Let g = € @ p be the decomposition
into a direct sum of the +1 and —1 eigenspaces of §. We extend the Killing



form of [g, g] to an Ad(G)-invariant symmetric bilinear form B on g, for which
(X,Y) :=—B(X,0Y) is a positive definite inner product.

We assume that ap is a maximal abelian subspace of p. Let P be the set
of parabolic subgroups of G containing Ag := exp ag. Then each P € P has a
Langlands decomposition of the form P = MpApNp, with ap C ag. If L is a
group of the Harish-Chandra class, we denote by R(L) the set of (equivalence
classes of ) continuous representations £ of L in a Hilbert space with the following
properties:

(a) £ has an infinitesimal character;

(b) the space of C*-vectors for L equals the space of C*-vectors for a max-
imal compact subgroup Ky, of L.

Note that, in (b) we need only require identity of vector spaces, since the closed
graph theorem then guarantees that the Fréchet spaces of smooth vectors are
equal. As all maximal compact subgroups of L are conjugate, condition (b) is
equivalent to the similar condition for any fixed maximal compact subgroup of
L. We note that all finite-dimensional irreducible representations of L belong
to R(L). Likewise, the irreducible unitary representations belong to R(L), see
[23] p. 3.

Let P € P and { € R(Mp). We denote by H,¢ the Hilbert space in which
€ is continuously realized, and by Hg® the space of C°° vectors for Mp. Let
A € ape. By C®°(P : £ : \) we denote the space of C*°-functions f : G — He
transforming according to the rule

f(manz) = a***re(m) f (x), (1.1)

for all z € G and (m, a,n) € Mpx Apx Np. Here pp € a}, is 1/2 times the trace
of the adjoint action of ap on np. Observe that every map in this space has
values in Hgo. The space C®°(P : £ : \) is equipped with a Fréchet topology in
the usual way. The restriction of the right regular representation to this space
defines a continuous representation of G, which we denote by mpg ».

We denote by C*(K : &) the space of C* functions ¢ : K — H,¢ trans-
forming according to the rule

w(mk) = &(m)p(k), (ke K, me MpNK). (1.2)

This space is also equipped with the usual Fréchet topology. It follows from
condition (b) in the definition of R(Mp) that each function p € C*°(K : §) has
values in ’H?’ Since G = PK it is readily seen that the restriction map f — f|x
defines a topological linear isomorphism from C*°(P : & : \) onto C®(K :
€). Accordingly, the representation 7p¢ \ may be identified with a continuous
representation of G in C*°(K : ), which we shall denote by the same symbol.
This is called the compact picture of the principal series representation.

The results of this section are based on the Vogan-Wallach functional equa-
tion for the standard intertwining operator. This equation has been established
for a class of groups different from the Harish-Chandra class. This presents
no serious complication, but we have to be somewhat careful with connected
components (see the proof of Thm. 1.1).



Let us recall the functional equation in a form that is suitable for us. If P €
P we write (P, ap) for the set of ap-weights in np, and we denote by P € P
the opposite parabolic subgroup with ap = ap and (P, ap) = —X(P,ap). If
P,Q € P with ap = ag, then for R € R we define the set

ab(Q|P,R) :={N€ab.| (Re)X, a) >R, VaecX(Q,ap)NX(P,ap)}. (1.3)

Let now & € R(Mp). Then there exists a constant r¢ > 0 such that for f €
C®(P : & : N and X € ap(Q | P,re) the integral

AQ : P :&: N)f(x) :/ f(nz) dn, (x € G) (1.4)

NQONP

is absolutely convergent and defines a function in C*°(Q : § : \). Here dn is
a suitably normalized Haar measure on the nilpotent group Ng N Np whose
precise normalization is immaterial for our discussion.

For A € a},(Q | P,r¢), the operator

AQ P :E:XN): CF¥P & N)—=C%Q &N (1.5)

is continuous linear. It intertwines the representations mpg¢ \ and mg ¢ ) and is
called the standard intertwining operator between these representations. Fi-
nally, for all f € C*°(K : §) themap A — [A(Q : P : § : \)f]|k is a holomor-
phic C(K : £)-valued map, and there exists a constant C' > 0 such that the
following estimate is valid, for all A € a}p(Q | P,r¢) and all f € C°(P : £ : \):

[A@Q = P : & A)fllo < Clifllo- (1.6)

Here || - ||o denotes the supremum norm over K of a function G — H¢. All
these facts are found in [21] or [23], and they are easily seen to be valid also for
all groups of the Harish-Chandra class. If we combine the above estimate with
the equivariance of A(Q : P : & : A) we readily infer that A — A(Q : P :
£ : A\)f is a holomorphic C*(K : )-valued function on ap(Q|P,7¢), for every
feC®(K :¢).

Theorem 1.1 (Vogan—Wallach [21]) Let P € P and £ € R(Mp). There exist
non-trivial polynomial functions be : ap. — C and D¢ : ap. — U(g)® such that
for every f € C¥(P : € : \) and all X € ap(P| P,r¢) the following equality is
valid:

be(N AP : P : &N f
= AP : P :&: X4pp) Tpertapp(De(N)) f (1.7)

Proof. If G is connected, then it is readily seen that G belongs to the class of
groups considered in [21]; see [10], Sect. 0.3.1, for its definition. The result then
follows from [21], Thm. 1.5 (see also [23], Thm. 10.1.5).

Now assume that G is a general group of the Harish-Chandra class. Then
the identity component G, is of the Harish-Chandra class. Moreover, the repre-
sentation & = &|mpna, has the same infinitesimal character as {. The smooth



vectors for & are the same as those for £, hence as those for &|ynk, which
in turn are the smooth vectors for the restriction of £ to the open subgroup
Mp N K, of Mp N K. Tt follows that & € R(Mp N G.). Therefore, the above
result is valid for the data Ge, PN Ge, Mp N G, and &. It follows that there
exist polynomial maps be : ab. — C and Dy : ah. — U(g)®e with

be(MNAPNGe : PNGe : & N)(fla,)
= APNGe: PNGe: & 2 AN+ 4pp)Tp.G. g rtdpp (De(N)(flc.)

for all f € C®°(P : £ : A) and all X in the set a}(P| P, r¢), where the inter-
twining operator on the left is given by an absolutely convergent integral. In
fact, since the integrals for G and G, are identical, we have

APNGe : PNG, : & : A (fle.) = [A(P P& Nflle.
for all a’(P | P, r¢). Similarly

APNGe : PNGe : & 2 A +4pp)TP. G te A tdpp (De(N) (fla.)
= [A(P : P : & X +4pp) mpertapp (De(N) fllc.-

It thus follows that

be(N) [A(P = P : € : ) fl(g)
= [A(P : P : & : A+4pp) mpertapp(De(N) f1(9)- (1.8)

for all g € Ge. Since G = MpG. the identity (1.8) then follows for g € G by
means of (1.1).

It only remains to be seen that (1.7) can be arranged with D : a’. — U(g)¥
instead of D¢ : a. — U(g)e. Let k € K. By application of (1.8) with Ry-1 f
and gk in place of f and g, respectively, we derive easily from the intertwining
property of A that

be(NJAP : P: &N\ f
= A(P: P:&: XA+4pp) mpeatapp (Ad(k)De(N)) f-

The desired identity (1.7) now follows with D¢(\) replaced by the integral over
K of Ad(k)D¢(X). It is easily seen that this integral is again a polynomial in A,
and it is non-trivial because the left side of (1.7) is non-trivial for some f. O

The functional equation leads to meromorphic continuation of the standard
intertwining operator with suitable estimates. We will cast these estimates
in a form which is suitable for the rest of this paper. We need the following
preparations.

For s € N = {0,1,...} we denote by C*(K : &) the space of C* functions
¢ : K — H¢ transforming according to the rule (1.2). As usual we write C
for C°. As K is compact, it follows that C*(K : &) can be equipped with

a Banach norm || - |5 as follows. Let Xi,...,X,, be a basis for ¢, and let
X" = X" Xm e UY(€) for a multi-index n € N™, then
17115 = > 1Rxn fllo (1.9)
In|<s
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It is easily seen that the right regular action of K on C*(K : &) is bounded
with respect to this norm.

For every s € N, it follows from (1.6) and the intertwining property of
A(Q : P : & : X) that there exists a constant C' > 0 such that the following
estimate is valid, for all f € C°(K : &) and A € ap(Q | P,7¢)

[AQ = P = & N flls < Cllf]s- (1.10)

It follows that the intertwining operator extends to a bounded linear endomor-
phism of the Banach space C*(K : &), for A in the indicated region. Moreover,
the operator norm of this extension is uniformly bounded in A. By an easy appli-
cation of the Cauchy integral formula, it follows that the intertwining operator
is holomorphic in the variable A € a}(Q|P,7¢), as a function with values in the
Banach space B(C*(K : £)) of bounded linear endomorphisms, equipped with
the operator norm.

Lemma 1.2 Let D € U(g) be an element of order at most d. Then there
exists a constant t € N, and for every s € N a constant C > 0, such that

ImpeA(D)flls < C (LA AN f s+t (1.11)

for all f € C®(K : &) and all X\ € ap..

Proof. It clearly suffices to prove the result for d = 1 and D € g. We use the
decomposition g = np@ap® (mpNp) B E. Since  is Ad(K)-invariant, it follows
that

g= Ad(k‘_l) (l‘lp Dap D (mp N p)) bt

for each k € K. Accordingly, we write
D = Ad(k™ N (Uy, + Vi, + W) + Zg.

The elements Uy € np, Vi, € ap, Wi € mp Np and Z; € ¢ all depend smoothly
onke K.

If feC®(K : &) and A € ap, then by f\ we denote the unique function
in C°(P : £ : \) that restricts to f on K. Then

[WP,g,A(D)f](k)
= [L-v—vi-w N](k) + [Rz, f](K)
= (A +pp) (Vi) f(k) + EWi)(f(K)) + [Rz, f](k). (1.12)

In order to estimate ||mpgr(D)f||s we use the definition (1.9). Let n be a
multi-index with |n| < s, and apply X™ € U(¢) to (1.12), as a function of k.
We consider the three terms separately.

Since k +— Vj is smooth, the derivatives of k — (A + pp)(Vx) up to order s
are bounded uniformly by a constant times 1+ |A|. By the Leibniz rule, it then
follows that

| Rxn [k = (A+pp) (Vi) f(F)] llo < C(L+[ADIfls



for some constant C' > 0.
Let W € mp. Then £(W) maps Hg° continuously into itself. By assumption
(b) in the definition of R(Mp) there exists a finite subset F' C U(mp N ¢) such
that
I€0W)alle < max [€(walle, (o € HE).

This in turn implies that there exist constants » € N and C' > 0 such that, for
all feC®(K : &) and k € K,

e < max (e
= max||[Lyv f](k)) e
= r;lea}(H[RAd(k)fluf](k)Hé
< C|flls

Since the right action of K commutes with the application of £(W) in this
expression, we conclude that the derivatives of k +— &(W)(f(k)) up to order s
are bounded by C/||f||,+s. It follows that

| Rxnlk = EWi)(f (k) o < Cllfllrts,

for some constant C' > 0.
Finally, it is clear that

[ Rxnlk = Rz, f(F)] llo < C| flls+1

for some constant C' > 0. The lemma now follows with ¢ = max{r, 1}. O

We proceed by proving an estimate from which we shall derive a more
general estimate in Theorem 1.5, by product decomposition. We need the
following simple observation.

Lemma 1.3 (pp, o) >0 for all o € X(P, ap).

Proof. Let Py C P be a minimal parabolic subgroup containing Ag. Then it is
well known that (pp,, o) > 0 for all a € (P, ap). The latter set is a positive
system for (g, ap); let A(Fp) be the subset of simple roots.

Put ap, == ap Nmp and let prrp € ajy, be the p of the minimal parabolic
subgroup Py N Mp of Mp. Then pp, = pmp + pp, by [17], eq. (1.11), and this
decomposition is compatible with the decomposition ag = aps, @ ap.

Let now o € A(F). If « restricts to zero on ap, then (pp, a) = 0. On
the other hand, if a does not restrict to zero on ap, then (pas, , @) < 0 and
we see that (pp, @) > 0 for such «. From these properties of the simple roots
it follows that for each o € ¥ (P, ag) the inner product (pp, «) is positive as
soon as alqp # 0. The non-zero restrictions alq,, constitute X(P, ap), and since
pp = 0 on ayy,, the claim follows. O



Corollary 1.4 Let P € P and & € R(Mp). Then for every f € C°(K : &) the
C®(K : €)-valued function X — A(P : P : & : \)f extends meromorphically
to apg.

For every R € R there exists a polynomial function q : ap. — C and
constants N € N and r € N with the following properties.

(a) For every f € C®(K : &) the C®°(K : £)-valued meromorphic function
A= qN)A(P : P : & N\ f is regular on a’(P|P, R).

(b) For every s € N there exists a constant C > 0 such that, for all f €
C®(K : &) and all X € a(P|P,R),

laNAP = P2 & N flls < CA+ADY N llstr- (1.13)

Proof. We will show that A(\) := A(P : P : £ : )\) extends meromorphically
to a’(P|P, R), with the required estimates, by downward induction on R € R.
If R > r¢ then A(A) depends holomorphically on A € ap(P|P, R), and (a) and
(b) are valid by (1.10), with ¢ =1, N =1 and r = 0.

Let ¢ be the minimum value of 4(«, pp) as a € X(P,ap). It follows from
Lemma 1.3 that ¢ > 0. Let Ry € R. Assuming that the claimed result has been
established for R = Ry, we will show that it is valid for R = R; — c. Note that
with this choice of R the set a’(P|P, R) + 4pp is contained in a}(P|P, Ry).

Let ¢1 : ap. — C be a polynomial and Ny, € N constants, such that (a)
and (b) hold for R = Ry, and let b¢ and D be as in Theorem 1.1, also for R = R;.
Then we will verify (a) and (b) for R = Ry — ¢ with ¢()\) := bg(X)qi (A + 4pp).

We recall that D is a polynomial on a},., with values in U(g). This means
that we can write D()) as a linear combination of finitely many fixed elements
from U(g), say of order < d, with coefficients that depend polynomially on A,
say of degree < m.

Let f € C®(K : &). Then by analytic continuation, (1.7) holds for A €
a’(P|P, Ry). Tt follows that we have the following identity of meromorphic
C>®(K : ¢)-valued functions in the variable A € a’(P|P, Ry) :

qMNANS = be(Nar(A+4pp)A(N) f
= (A +4pp)AN+4pp)TPgataps (D(N)) S
The last expression extends holomorphically to A +4pp € ap (P, |P, Ry), hence

in particular to A € a}(P|P, R), and therefore so does q(A)A()) f. The required
estimate follows by application of the induction hypothesis and Lemma 1.2:

laN ANl = llar(A +4pp) AX + 4pp)T e atapp (D) fls
< G+ )M Impeatape (D)) flls4r,
< Co(L+ PADMFH f g e
O

The above result can be refined as follows. If V is a finite dimensional real
vector space equipped with a positive definite inner product, and S C V' \ {0},
we denote by IIg(V') the set of polynomial functions on V¢, which are products
of first order polynomials of the form A — (A, o) — ¢ with « € S and ¢ € C.
We define IIg (V) similarly, but with ¢ € R.
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Theorem 1.5 Let P,Q € P be such that ap = ag. Let { € R(Mp) and R € R.
There exists a polynomial function q € HE(Q,OQ)OZ(P,CIP)(Q*P) such that for
every f € C®(K : &), the function

A= qgMNAQ : P& N)f

extends to a holomorphic function on ap(Q|P, R) with values in C°(K : £),
for which the following estimates hold:
There exist r € N, N € N and for every s € N a constant C' > 0, such that

laNA@ = P& N flls < CO+ DY fllsrs (1.14)
for all f € C®(K : &) and all X € ap(Q|P, R).

Proof. We first recall that the operator A(Q : P : £ : \) may be expressed as
a composition of similar operators with ) and P adjacent, i.e., the chambers
a}, and ag are adjacent in ap or, equivalently, the roots in X(Q, ap) N Z(P, ap)
are proportional; see [14], Sect. 1.2, [17], Sect. 7, and [21] for details. The result
is now readily reduced to the case that () and P are adjacent. From now on,
we assume this to be the case.

There exists precisely one reduced root o € (P, ap) such that ng Nnp =
Ny =, >0 9ca- Fix an element X € ker aﬂﬁJ]S such that « is the unique reduced
root in ¥ (P, ap) vanishing on X. Let A C R be the collection of nonnegative
weights of adX in g. The sum s := ), gx of the associated weight spaces
is a parabolic subalgebra of g. Let S = MgAgNg be the associated parabolic
subgroup in G with the indicated Langlands decomposition. Then

mg =mp D ag O Ny O Ny,

where a,, is the (one dimensional) orthocomplement of ker v in ap. We now ob-
serve that *P := PN Mg and *@ := QN Mg are (maximal) parabolic subgroups
of Mg with Langlands decompositions *P = MpA,N, and *Q = MpA,N,. In
particular, *P and *Q are opposite. From the integral formulas for the standard
intertwining operators, it follows that, for all f € C*(K : &), k € K,

[AQ = P = & NfI(k) = ACQ = "P = &+ Aag)[Riflms](e),

for A € ap. with (ReX, ) > ¢¢ for all § € E(P,ap). From this it follows
by application of Corollary 1.4 that the expression on the left-hand side has a
meromorphic extension as a H¢-valued function of A € a}.. Moreover, this func-
tion depends on A through the one-dimensional restriction A|q,. As Ry f|xy €
C™®(Kg : &) depends continuously on k, it follows that A(Q : P : & : \)f is
a meromorphic function of A|q, with values in C(K : §).

Let now R € R and let *¢, N and r be associated with the data Mg,*P, &, R
as in Corollary 1.4. Put q(A) := *q(M|a,). Then, clearly, ¢ € ) (ap). More-
over, if A € ap(Q|P, R), then X, € a,(*Q|*P, R). It follows that the C(K : §)-
valued meromorphic function A — ¢(A\)A(Q : P : & : A)f is regular on
ap(Q|P, R) and satisfies the estimate

la(NA@Q : P& A)fllo < 222*0(1+ (Al LN I BreSf ller (s )

C+ DM (1.15)

IN



with C > 0 a constant independent of f. By analytic continuation it follows
that the operator A(Q : P : § : A) intertwines the representations mp¢ » and
mQ¢ for generic A € ap.. In particular, it is K-intertwining, and the estimate
(1.14) readily follows from (1.15). The proof is now easily completed. O

Remark 1.6 Although we do not need it in the sequel, we note that if &
has real infinitesimal character then Thm. 1.5 can be improved so that ¢ €
I5(G,00)n=(Pap),r(ap). This can be seen from the stated version of the theorem
together with [17], Theorem 6.6, by means of the argument in Remark 3.2 below.

2 Normalized Eisenstein integrals and c-functions

In the rest of this paper we keep assuming that G is a group of the Harish-
Chandra class unless specified otherwise. Let o be an involution of G and H
an open subgroup of the group G of fixed points for 0. Then X := G/H is a
reductive symmetric space of the Harish-Chandra class.

There exists a Cartan involution # which commutes with o. The associated
maximal compact subgroup is denoted by K. We have the decompositions g =
tDp = hPq into direct sums of the +1 and —1 eigenspaces of the infinitesimal
involutions # and o, respectively. We fix an inner product (-, -) on g as in the
beginning of Section 1, subject to the additional requirement that the involution
o be symmetric with respect to it.

We fix a maximal abelian subspace aq of p N g and extend it to a maxi-
mal abelian subspace ag of p. Of course the results of the previous section are
available for the present choices of K and ag.

We fix a finite dimensional unitary representation (7, V;) of K and consider
the following space of smooth 7-spherical functions on X:

CoX :7):={feC®X, V)| flkx) =71(k)f(z) Ve e X,k e K}. (2.1)

Let Aq := expaq. Then G = K AqH, hence a function from the space (2.1) is
completely determined by its restriction to A,.

The restricted root system ¥ of a4 in g is a possibly non-reduced root system.
The associated collection of regular points in A is denoted by Aq™®. We recall
that the set X := K Aq®H is open dense in X.

Let P™n denote the set of minimal of-stable parabolic subgroups of G
containing Ay. Then P2 C P. From [2], §2, we recall that each P € P has
a Langlands decomposition of the form

P = MANp, (2.2)

with M = Mp and A = Ap independent of P and defined as follows. Let M
denote the centralizer of aq in g, then My = MA where M = °M; (see [20],
Part II, p. 18 for this notation) and A = exp(center (m;) N p). We also recall
that ay C a C ag. Moreover, the space a is o-invariant, and a N q = ay, so that

a=(anh) @ ag. (2.3)
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For each P € P we denote by X(P) the collection of a-weights in np.
Then X(P) is a positive system for ¥; the associated open Weyl chamber in
Aq is denoted by Af (P). By [2], Lemma 2.8, the map Q — ¥(Q) is a bijection
from P onto the collection of positive systems for 3.

The image of the natural embedding N (aq)/Zk (aq) — GL(aq) equals the
Weyl group W of ¥. The image of Ngnm(aq) in W is denoted by Wrnn. We
fix a complete set of representatives W of W/Wgnm in Ni(aq). Then for each
Q € P™n we have the disjoint union

X; = Uvew KA (Q)vH.

Consequently, any function from (2.1) is completely determined by its restric-
tions to Af(Q)v, for v € W.

We denote by ]\//.7fu the collection of (equivalence classes) of finite dimensional
irreducible unitary representations £ of M, and by ]/W\ps the subcollection of
those ¢ for which there exists v € W such that ¢ has a non-trivial M NvHv ™ !-
fixed vector. Of course these representations are trivial on the non-compact
factors of M. If P € PMn then the associated series of induced representations
Indg(f ®RA®1), for £ € ]/\J\I)S and A € af, is called the minimal principal series
for X, see [2], § 3.

Associated with 7 and this series of representations, the normalized Eisen-
stein integral E°(P : \) is defined as in [4], §5. Let

°C(1) := @peyy C¥(M/M NvHv™ @ 7y), (2.4)

with 7y := T|mnk. This space was denoted Ay p in [7]. Equipped with the
direct sum of the L?-inner products on the summands, it is a finite dimensional
Hilbert space.

The Eisenstein integral is a smooth function on X, with values in the space
Hom(°C(7), V), and depending meromorphically on the parameter A € afc.
For each v € °C(7), and regular A € ag., the function E°(P : )iy belongs
to C*°(X : 7) and is finite for the algebra D(X) of invariant differential oper-
ators on X. Accordingly, it has a convergent series expansion on each region
KAY(Q)vH, for @ € P™ and v € W. The normalized ¢-functions C&P(s D A),
for s € W, are determined by the leading coefficients in these expansions. More
precisely, each function Cz?‘ p(s ) is a meromorphic function on a. with
values in End(°C(7)). On ia it is regular and unitary, and for A € ia the
top order asymptotic behavior of the Eisenstein integral along K A;{(Q)UH is
described by the formula

E°(P : X : mav)y ~ Z a*A =P [Cop(s + A)lu(m),
seW

asm € M, and a — oo in AQF(Q). Here v € W and the subscript indicates that
the v-component of an element in the space (2.4) has been taken.

Let P € P be fixed, and write C°(s : \) := C?DIP(S : A). The following
result is stated without proof in [9], Thm. 10.1. We will give the proof in the

remainder of this article. The set of polynomials IIyr(ay) is defined above
Thm. 1.5.
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Theorem 2.1 Lets € W and letw C ag be compact. There exists a polynomial
q € s r(ay) and a number N € N such that A — (1 + IA)"Ng(N)C°(s = A) is
bounded on w + iag.

3 Polynomial estimates for the c-functions

In the proof of Theorem 2.1, it will be convenient to not only consider the
functions C°(s : A), but more generally all functions o p(s + A), for P,Q €

Pt and s € W. In fact, we will establish the following result.

Theorem 3.1 Let P,Q € P™» s € W and let w C ag be compact. There
erists a polynomial function q € HZ,R(C‘;); a number N € N and a constant
C > 0 such that

laM)Cp(s = NI < C (1 +ADY, (3.1)

for all A € w +iag.

Remark 3.2 Notice that if (3.1) holds on w’ + ia for some compact neigh-
borhood w’ of w and some polynomial function ¢' € TIx(ay), then it will hold on
w + iay for every polynomial function ¢ € Ilx(ag) for which g()) 22|P(S D) is
holomorphic on a neighborhood of w +iaf, (with constants N and C depending
on ¢). This can be seen by an application of the Cauchy integral formula as in
[3], proof of Lemma 6.1.

Remark 3.3 Notice also that by [4], eq. (72), the inverse of the normalized
c-function is given by

Cop(s - N = Cfng(s_l :SA). (3.2)

Hence it follows from the estimate (3.1) that this inverse satisfies a similar
bound on w + iag, although of course with possibly different ¢, N, C,

la)Cgp(s = N7 < O (1 +ADY. (3.3)

Before we give the proof of Thm. 3.1, we will review the relation of the c-
functions to standard intertwining operators, meanwhile fixing useful notation.
We recall from the previous section that every parabolic subgroup P € Pmin
has a Langlands decomposition of the form (2.2), and that ]\/4\fu denotes the set
of equivalence classes of finite dimensional irreducible unitary representations
of M.

If&e ]\/qu, let H¢ be a Hilbert space in which § is unitarily realized. It is
clear that ]\/qu C R(M). We identify ag. with the subspace of af consisting
of elements vanishing on a N . We use the notation from Section 1 for the
principal series representations wpg¢ y, where £ € ]\/Ifu and A € ag.. Note that
pp = tr(ad(-)|a,) is defined as a linear functional on a, and that it vanishes
on aNbh, hence belongs to af; see [2], Lemma 3.1.

Let dk be normalized Haar measure on K. The sesquilinear pairing

COP : & AN xC®P & —N)—=C
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given by
(f.g)= /K ) g(k))e d (3.4)

is G-equivariant. In the compact picture this pairing becomes a pre-Hilbert
structure on C*°(K : &) for which 7p, 5(2)* = mpex(x)!, for all z € G. In
particular, the representation 7pg ) is unitarizable for A € iag.

Let C7*°(K : &) denote the space of generalized functions K — H, trans-
forming according to the rule (1.2), and for each A € aj. let C™°(P : § : A)
denote the space of generalized functions G' — H,¢ transforming according to the
rule (1.1). These spaces are equipped with the usual locally convex strong dual
topologies of distribution spaces. By (3.4) we can identify C~*°(K : &) with
the strong anti-linear dual of the Fréchet space C*°(K : &), and likewise we can
identify C=°°(P : & : )\) with the strong anti-linear dual of C*°(P : ¢ : —\).
It follows by transposition that the restriction map f — f|x extends to a topo-
logical linear isomorphism from C™>°(P : ¢ : ) onto C™*°(K : £). The
representation mpg y naturally extends to a continuous representation mpg y of
G in both of these two model spaces. The pairing (3.4) is G-equivariant with
respect to these actions.

For 0 < s < oo let C7%(K : &) denote the subspace of C™*°(K : &)
consisting of the generalized functions of order at most s. The pairing (3.4)
extends to a K-equivariant non-degenerate sesquilinear pairing

C™(K : €) x C%(K : £) — C. (3.5)

Recall that we have equipped C*(K : ) with the norm || - [|s. We equip
C™*(K : &) with the dual norm, denoted || - ||—s. Then

[(Fs )l < Fl=sllglls (3.6)

for f € C%(K : §) and g € C*(K : &). In this fashion C7*(K : &) be-
comes identified with the anti-linear dual of the Banach space C*(K : €), as a
representation space for K.

Let P,Q € P™~ For R € R we define the set

0 (Q|P,R) == {A € a’ | (Re, ) > R, Vo € $(Q) NX(P)},
in analogy with (1.3).
Lemma 3.4
(a) X(P) ={ala, | o €X(Pa)},
(b) Uy gynsp)(ag) = {plaz. | P € g ansra (@)}
(c) for every RE€R, al(Q|P,R)=a"(Q|P,R)Nag.

Proof. The nilpotent radical np decomposes as the direct sum of the weight
spaces for a = ap, with X(P, a) as the associated set of weights. The set of the
right-hand side of the equation in (a) equals the set of a,-weights in np; this is
Y (P). Assertion (a) follows.
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We agreed to identify aj with the space of linear functionals in a* vanishing
on ap N h. By symmetry of o, the decomposition (2.3) is orthogonal. This
implies that the dual inner product on ag coincides with the restriction of the
dual inner product on a*. Moreover, the restriction map 7 + 71[q, coincides with
the orthogonal projection a* — a;. Assertions (b) and (c) now follow from (a).
O

It follows from Lemma 3.4 (c) that for A € af(Q | P, r¢) the intertwining op-
erator A(Q : P : £ : \)is well defined by the convergent integral (1.4). In view
of Lemma 3.4 (b), (c), the following result is now an immediate consequence of
Theorem 1.5.

Proposition 3.5 Let P,Q € P,

For every f € C®(K : &) the function A — A(Q : P : £ : \)f, originally
defined on a’(Q|P,r¢), extends to a meromorphic C*(K : &)-valued function
on ag.

Let R € R. There exist a polynomial function q € HE(Q)QE(P)(C‘Z) and con-
stants r € N and N € N, such that the following is valid.

The map X\ — q(N)A(Q : P : & : N)f is holomorphic as a C®(K : &)-
valued function on ag(Q|P, R), for every f € C*(K : §). Moreover, for each
s € N there exists a constant C' > 0 such that

lgNA@Q = P = &= Nflls < OO+ MDY (| Fllstr, (3.7)
for all X € af(Q|P, R) and f € C*(K : &).

Remark 3.6 It follows by the above estimate that, for A € a%(Q|P, R), the
map Ag(A) == qgMNAQ : P : & : X)) : CP¥(K : &) — C(K : &) extends to a
bounded linear map from C**"(K : &) to C¥(K : &), for every s € N.
Moreover, by a standard application of the Cauchy estimates for power series
coefficients, we infer, with R, r and ¢ as above, that A — Ay()) is holomorphic
on a3 (Q[P, R) as a function with values in the Banach space Bs s, of bounded

linear maps C*1"(K : &) — C¥(K : ).
With respect to the pairing (3.4) it is known that
AQ P& N=AP :Q: & =N, (3.8)

for generic A € ag.. In fact, this follows from the validity of this identity on the
space C®°(K : &)k of K-finite functions in C*°(K : &); see [17], Prop. 7.1 (iv).

It follows that the intertwining operator (1.5) admits a continuous linear
extension to an intertwining operator

AQ P :E:XN): CTF(P &N — C(Q : € N),

given by the formula (3.8), for generic A € ag.

The space of generalized functions f € C~°°(P : £ : \) which are invariant
under mpex(H) is denoted by C~°(P : ¢ : M), We need the following
description of this space from [2].
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Let £ € ]\/Zps. For v € W we define V(£,v) to be the space ’Hé\m“H“_l,
equipped with the restricted Hilbert inner product. Moreover, we define the
space V(&) to be the formal orthogonal direct sum

V({) = Dvew V(f,’l)).

Note that V' (§) is non-trivial by the definition of ]\/Ips, see Section 2.
From [2], Sect. 5, we recall the definition of the evaluation map

ev:C7®P : & : N SV (e)

by
[ev(©)]o = ¢(v), (vew).

This map is well defined, as an H-fixed element of C™>°(P : £ : A) is smooth
on each open orbit PvH, for v € W. According to [2], Thm. 5.10, there exists
a unique meromorphic Hom(V (§),C~*°(K : §))-valued function j(P : § : -)
on af, such that for every n € V(§) and generic A € ag,

(a) the generalized function j(P : € : )y belongs to C~°(P : ¢ : \)H;
(b) evoj(P : & N)np=mn.

We also need the operator B(Q) : P : £ : X\) € End(V(£)) constructed in
[2], Sect. 6. Recall that this depends meromorphically on A € ag., and that it
is uniquely determined by the relation

B(Q:P:&:AN)=evoA(Q : P :&:N)oj(P:&: N, (3.9)

for generic A € afc.
The space °C = °C(7) admits a direct sum decomposition of the form

°C(r) =@ °Ce(T), (3.10)

€€ Mps
as in [4], proof of Lemma 3. All but finitely many summands of this direct sum
are trivial.
Let
C(K :€:7):=[C(K : ¢V~

Then according to [4], Lemma 3, there exists, for each £ € ]\/Zps, a natural linear
isomorphism 7" +— ¢ from C(K : £ : 7)®@ V() onto °C(7)¢, where V (§) is the
conjugate Hilbert space of V(§).

Via these isomorphisms, the c-function Cé’?‘ p(1 : A) may be expressed in

terms of standard intertwining operators, as follows. For f®@n € C(K : £ :

7) @V (£), we have

Cop(l = N¥ran =Ya@:pie:—NfoB(P:G:¢: ) 1n (3.11)

as an identity of meromorphic functions in the variable A\ € af; see [4], Eqn.

(57). In particular, it follows that o p(1 1 A) preserves the decomposition
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(3.10). It is convenient to rewrite (3.11) in the following form, which follows by
application of (3.2)

Ca|P(1 : A)Tﬁf@n = wA(P:Q:{:f)\)—lf®B(Q:15:£:/_\)17‘ (312)

Here we note that A — B(Q : P : & : M)n is a meromorphic V (¢)-valued
function.
We now come to the proof of the theorem.

Proof of Theorem 3.1. It follows from the relation [4], Eqn. (68), that we may
assume that s = 1. Thus, we aim to prove:

laNCp(1 = N <CA+AYY, (A ew+ial). (3.13)

Furthermore, it follows from (3.11) combined with the argument below
Lemma 3.2 in [6], that for every compact subset w’ C aj there exists a function
q' € g r(ay) such that ¢'()) 0l p(1 2 A) is holomorphic on a neighborhood of
W+ ia;. By combining this observation with that of Remark 3.2, we see that
it suffices to establish (3.13) with some ¢ € IIx(ay).

From (3.10) and (3.11), and the text between and after these displays, it
follows that it suffices to establish, for every & € ]\//fps, the existence of ¢, N
and C such that the estimate (3.13) holds with C’&P(l : \) replaced by its
restriction C&P(l : A)g to °Ce(1). We fix € € ]/\Zps.

It follows from [3], Lemma 16.6, that for every R € R there exist a polyno-

mial ¢ € [Ix(a) and constants N, C such that

lgNAP = Q = €+ =N fllo < CL+ ANV £llo

for all A € aj(Q[P,R) and f € C(K : § : 7). In particular, this can be
achieved for A € w + iag by an appropriate choice of R. It thus only remains

to obtain a similar bound for B(Q : P : ¢ : A)n. This is accomplished in
Proposition 4.1 of the next section. ]

4 Estimates for B(Q : P:£: )

In the following it will be convenient to use the following notation for certain
subsets of a}., for given P,Q € P and R € R :

qc>
AQ,P,R) :={A€ay. | Va e Y(Q)NX(P): [{(Re), )| < R}.
We also define
aq(P,R) == {X €ag. | (ReA, a) < R, Va € %(P)},
and observe that in particular
A(P,P,R) = ag (P, R) N aZ(P, R).
Finally, we note that for each compact set w C ag there exists R > 0 such that

w +iag C AQ, P, R).
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Proposition 4.1 Let P,Q € PMn, ¢ ¢ ]/\/[\pS and R > 0. There exists a
polynomial function q € Ilx(a)) and constants N € N and C' > 0 such that
the following is valid. The map A — q(A\)B(Q : P : £ : ) is a holomorphic
End(V(€))-valued function on the set A(Q, P, R). Moreover, for all \ in this

set,
lgMB(Q = P & N <C1+ AT,

Proof. By the argument in [5], Lemma 20.5, we may assume that Q = P. The
condition on A is then that A € ag(P, R) N ai(P, R).

For generic A the endomorphism B(P : P : £ : \) of V() is given as the
composition of three maps in (3.9). In terms of the compact picture we will
view these as maps

JP & XN): V() — C(K :¢), (4.1)
AP :P:€E:0): CPK : £ —» C (K : €, (4.2)
ev: CT(K : F, = V(). (4.3)

The indices P, A on the domain of ev indicate that the space of H-invariants
for the representation 7p ¢ , has been taken.

It will be seen in the following Lemmas 4.2, 4.3 and 4.4 that each of the three
maps above satisfies a bound of the desired polynomial type in A, in terms of
suitable operator norms. The estimates will turn out to be valid on sets of the
form af(P, Ry), a(P|P, Ry) and ag(P, R3), respectively, with R; arbitrary real
numbers. Noting that af(P|P, R2) = ag(P, —R2) and taking By = R3 = R and
Ry = —R we obtain sets whose intersection equals ag (P, R) N ag(P, R). Thus,
combining the mentioned lemmas, the proof of Proposition 4.1 is completed.
O

Lemma 4.2 Let P € PR ¢ ¢ ]\/Zps and R € R. There exist s € Nt and
q € Hx(ay) such that the restriction to K of q(A\)j(P : & : A\)n belongs to
C™(K : &) for all n € V(&) and X € a’(P,R), and such that the norm of

the restriction satisfies the following uniform estimate. There exist constants
N eN, C >0 such that

lgN)F(P = & = Nnll—s < CA+[ADYIn]
for alln € V(§), A € ag(P, R).
Proof. See [3], Thm. 9.1. O

We now turn to estimating a suitable operator norm of the intertwining
operator (4.2). As this map is given as an adjoint in (3.8), the following lemma
is the key step. In what follows, we shall use, for p,q € Z, the following
abbreviation for the space of bounded linear maps between Banach spaces:

B, :=B(CP(K : ¢),CYK :9)).

Moreover, we shall use the notation || - ||, for the operator norm on this space.
Accordingly, if T € By, and T" € B, 4, then 7’0 T € B,.,, and

17" o Tllrp < 1T rgl|Tllg.p-
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Lemma 4.3 Let P ¢ PM" ¢ ¢ ]\/qu and R € R. There exist a polynomial
function q € Ilx(ay), and constants r € N and N € N such that the following
holds.

For every s € N\ {0} there exists a constant C > 0 such that for every
g € C3(K : &), the map A — q(\A(P : P : &€ : Mg is holomorphic as a
C"5(K : €)-valued function on a}(P|P,R) and

[gNAP = P2 €& N)gll—res < CA+IADY lgll—s, (4.4)

for all X € a(P|P,R).

Proof. We will derive the result from Proposition 3.5 by using (3.8).

For ¢ € Ilx(ay), we put ¢V(\) := g(=A). Then ¢ — ¢" is a bijection of
s (ag) onto itself.

Let s,t be positive integers, and let T' € B; 5. Then we define the conjugate
map T* : C7HK : &) — C5(K : &) by (T*¢, g) = (¢, Tg), for all ¢ €
C YK : &) and g € C5(K : £). It is readily seen that T + T* defines an

anti-linear map By s — B_, ¢, with
1T | —s,—¢ < T le,s

for all T € By s.

Let now R € R. Let qo € IIx(a;), 7 € Nand N € N be as in Proposition
3.5 with (P, P) in place of (@, P). Let s € N and let C' > 0 be a constant as
in (3.7). According to Remark 3.6 it follows from the mentioned proposition
that the map T : A +— qo(A\)A(P : P : & : )) is a holomorphic function on
a;(P|P, R) with values in Bj 54, satisfying [[T(A)]]s,s+r < C(1 + |)‘|)N, for all
A € ag(P|P, R). This implies that, for every s € N, the map A — T(=\)* is a
holomorphic function with values in B_,_, _;, satisfying the estimate

1T (=) =s=r—s S NIT(=A)lls,sr < CA+ADY,

for all A Ei—aZ(P]P,R). We now observe that —a’(P|P, R) = af(P|P, R), and
that T(=A\)* = ¢ (MA(P : P : £ : )) in view of (3.8). The estimate (4.4)
thus follows with ¢ = ¢J. O

Lemma 4.4 Let P € P™n ¢ ¢ ]\/4\ps, R € R and s € N. There exists a
constant C > 0 such that

lev gll < C(L+ A% llgll-s (4.5)
for all X € a}(P,R) and g € C™5(K : §)NC~>°(K : f)g’/\.

The proof of this lemma will be given in the next section.
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5 Estimation of the evaluation map

This section is entirely devoted to the proof of Lemma 4.4. To prepare for it,
we first make the following general observation.

Let G be a Lie group, and let P be a closed subgroup. Then the adjoint
action of P on g naturally induces a left action of P on the space of densities on
g/p. As the latter space is one-dimensional, the action is given by a character
X : P — R*. In fact, this character is given by

_ |det Adp(p)|

X(p)—ma (p € P).

We consider the space C(G : P : x) of continuous functions f : G — C such
that f(pg) = x(p)f(g) for all g € G and p € P and write C.(G : P : x) for
the subspace of functions with compact support modulo P.

Let Dp\ denote the density bundle on P\G. Its fiber at a point Pg is the
space D(Tpy(P\G)) of densities on the tangent space Tp,(P\G). Pull-back by
right multiplication gives a linear isomorphism d(r,-1)(Pg)* : D(Tp.(P\G)) —
D(Tp,(P\G)).

Let FC(DP\G) denote the space of compactly supported continuous sections
of D(P\G). We fix a positive density w on Tp.(P\G) ~ g/p. Then the map

f = Ju(f) given by
Ju()(Pg) = f(g) d(rg-1)(Pg)*w
defines a topological linear isomorphism
Ju:Ce(G: P:x) = Te(Dp\g)-

Lemma 5.1 Let L be a closed subgroup of G such that PL is open in G and
such that )_(\me = 1. Then there exists a unique right-invariant positive Radon
measure dl on (L N P)\L such that

[ an=[ joda
P\ (LAP\L
forall f € C.(G : P : x) with supp f C PL.

Proof. Let Cr(G : P : x) denote the space of functions f as in the lemma.
Then f — f|r defines a topological linear isomorphism from Cr(G : P : )
onto C.((L N P)\L). We denote its inverse by g +— g. The functional p : g —
fP\G Jw(g) defines a Radon measure on (PNL)\L. Let m € L. As the integration
of densities is invariant under pull-back by diffeomorphisms, we find, for g €

C.((L N P)\L), that

u(rtg) = /P 8 = /P ) = /P ) = plo)

Hence, j is right L-invariant and the result follows with dl = p. Uniqueness is
obvious. O
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We now return to the notation of the previous sections, with G a group of
the Harish-Chandra class, and apply Lemma 5.1 with P a parabolic subgroup
from P, Then

x(man) = a*", (m € Mp,a € Ap,n € Np).

It follows that x =1 on both KNP =KNMpand HNP = (HNMp)Ag. So
we may apply Lemma 5.1 with L equal to K and with L equal to H.

It follows that we may fix the density w on g/p (uniquely) such that the
associated invariant measure dk on (Mp N K)\K is normalized. Furthermore,
let dh be the invariant measure on (H N P)\H determined by Lemma 5.1 with
L=H.

Corollary 5.2 For every f € C(G : P : 1®2pp ® 1) with supp f C PH, we
have

/ (k) df = / £(h) dh.
(KNMp)\K (HNP)\H

Proof. By application of Lemma 5.1, both integrals equal the integral of the
density j,(f) over P\G. O

Remark 5.3 The above result is due to [18], Lemma 1.3. Our proof is more
conceptual.

Proof of Lemma 4.4. 1t suffices to prove an estimate similar to (4.5) for each
of the finitely many components ev,g of evg, for w € W. Let R, denote the
topological linear automorphism of C~>°(K : &) given by R,g(k) = g(kw).
Then R, maps C*(K : &) isomorphically to itself for each s > 0, and it
restricts to a bijection

C™=(K : &), =5 (K : g)piiv.

Since eve o Ry, = evy,, it suffices to prove the estimate (4.5) with ev, in place of
ev.

Fix an element v € ’Hé” AH  Then we shall complete the proof by establishing
the existence of C' > 0 such that

[{g(e) [v)e| < CL+[AD N9l (5.1)

where (- | - )¢ denotes the unitary structure on #H¢. Fix a non-trivial and non-
negative compactly supported smooth function ¢ on (H N P)\H. Define, for

each A € a, an H¢-valued function ¢y on G as follows:

or () = { a M Py(h)E(m)v  if 2 = manh € PH, (5.2)

0 otherwise,

where m € M, a € Aq, n € Np, h € H. Then, since 1 is compactly supported,
the support of ) is a closed subset of the open subset PH of GG, and hence
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ox € C®(P : &€ : =) (cf. [15], Thm. 11.3.3). We claim that, with respect to
the sesquilinear pairing (3.5),

glow) = (o) |o)e [ v dh (5.3)

(HNP)\H

for all g € C=°(P : ¢ : M) . Indeed, since g is smooth on PH, which contains
the support of ¢y, we have

(9] on) = /K (9(k) | o (k))e d,

and by Corollary 5.2, the integral over K can be rewritten as the following
integral over (H N P)\H:

/ (a(h) | ox(h))e dF.
(HNP)\H

Since g(h) = g(e) and @) (h) = ¥ (h)v, the claimed formula (5.3) follows.
The integral in (5.3) is positive. Applying the inequality (3.6) to the left
side of (5.3) we infer that

{g(e)[v)el < Cllgll-sllealls

for some constant C. We will finish the proof of (5.1) by showing that given
R € R and s € N, there exists C' > 0 such that

lealls < CL+[A]D? (5-4)

for all X € af (P, R).

Fix a compact set {2 C H whose image contains supp ¢ under the mapping
h— (HNP)h, H— (HNP)\H. Then supp gy C PQ for all \. If b is a Lie
algebra, and s € N, then by U(b)s we denote the subspace of elements in U(b) of
order at most s. The norm ||¢,||s is dominated by a positive constant times the
maximum of supyex ||Rupr(k)||e for u ranging over a finite subset S of U(¥),
(see (1.9)). Taking into account that —aZ (P, R) = a’(P, R), we see from Lemma
5.4 below that we may as well estimate the norm supyecq [[(mpe —x(u)pr)(R) ¢
for each u € S. The estimate (5.4) now follows by application of Lemma 5.5,
also given below. O

Lemma 5.4 Let P € P™® gnd € € ]\/qu. Let QQ C H be a compact set, and
R € R. There exists a constant C > 0 such that

sup [|¢(F)[le < Csup [[p(h)]le,
keK heQ
for all X € ag(P,R) and all ¢ € C(P : § : \) with supp ¢ C PQ.
Proof. We first give the proof under the assumption that H is connected.

For + € PH we write x = n(z)a(x)m(x)h(z) with n(x) € Np, a(z) € Aq,
m(x) € M and h(z) € H. The element a(z) is unique and depends continuously
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on x. Moreover, we may arrange that h(z) € Q for x € PQ. Then ¢(k) =
a(k)*Pe(m(k))p(h(k)) for k € K N PH. As ¢ is a unitary representation of
M, it suffices to prove that a(k)*** is uniformly bounded for k € K N PQ and
A€ al(PR).

For each a € %, let H, € aq be determined by v(H,) = (v, a) for allv € af.
It follows from [1], Thm. 3.8, that, for all k¥ € K N PH, the element loga(k)
belongs to the closed cone spanned by the vectors H,, for a € %(P). Moreover,
by continuity and compactness, loga(k) belongs to a bounded subset of this
cone, for all k € K N PQ). Hence, there exist ¢ > 0 and numbers r, (k) € [0, (]
such that loga(k) = 3_,cx(p) ra(k)Hq for all k € K N PQ. It follows that

(ReA+p)(loga(k)) = Y ra(k)(ReX+p, a)
a€eX(P)

is bounded from above, uniformly for k € K N PQ and A € a;(P, R).

It remains to treat the case where H is not connected. Let H, denote the
identity component of H. Then H = H,. (K N H). Hence, € can be written as
a disjoint union 1k U ... U Q. k., where k; € K N H, and where ); C H,
is compact, for i = 1,...,m. Without loss of generality we may assume that
supp ¢ C PQ;k; for some ¢, and then the result follows by application of the
above to the right translate of ¢ by k; L ([l

Lemma 5.5 Let P € P™" gnd € € ]/\qu. Let ) € C®(P : £ : \) be a family
of functions, for A € ai., such that ©x|m is independent of X and has support
inside a set of the form (HNM)Q, with Q C H compact. Then for every s € N
and every u € U(g) of order at most s there exists a constant C' > 0 such that

sup [mpea(w)ea(h)lle < C(1+[A)? (5.5)
S

Jor all A € age.

Let h € Q. Since g = Lie(P) + b it follows from the Poincaré-Birkhoff-
Witt theorem that u € U(g)s can be written as a finite sum of products of the
form wy, := Adh™!(u})u}, where uj € U(Lie(P))s and u}, € U(h)s. Moreover,
since 2 is compact, the elements u}, u, can be chosen such that they belong to
bounded subsets of U(Lie(P))s and U(h)s, respectively, for all h € Q.

For each element v’ € U(Lie(P))s there exists a constant C’ > 0 such that

(€@ A+ pp) @ )(W)]lop < C" (1 +|A])7,

where || - ||op indicates the operator norm on End(#¢). Moreover, the constant
C’ can be taken uniform if ' varies in a bounded subset of U(Lie(P))s.
We apply this with v’ = ). Then

Impen(un)ea()lle < C'(1+ A" Impea(up)oa(h)e-

It follows from the hypotheses that ||(mpg x(u))@a)(h)|¢ is independent of A
and uniformly bounded with respect to h € Q. The estimate (5.5) now follows.
(]
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