Sequential Fast Fourier Transform
(PSC 83.1-3.2)



Applications of Fourier analysis

= Fourier analysis studies the decomposition of functions
Into their frequency components.

= Piano Concerto no. 9 by Mozart: enhance high
frequencies.

= Chest picture by Computerised Tomography: reconstruct
your interior without slicing you up.

= Star picture by pre-repair Hubble Space Telescope:
remove blur.
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Fourier series

= Let f: R — C be a T-periodic function:
f(t+T)= f(t) forall t € R.

= Fourier series associated with f:

O

f(t): Z Cke27Tikt/T.

k=—o0

= Fourier coefficients ¢, are given by

1 [ .
Cp = —/ f(t)e 2mHR/T gt
I Jg

= ; is the complex number with ? = —1.

= Series converges if f I1s piecewise smooth (continuously
differentiable).
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Fourier series for real-valued function

= Complex Fourier coefficients ¢, and corresponding real
coefficients a;, b, for T-periodic f : R — R are given by

1 [t okt 2kt
cr. = ap — tby = T/ f(t) (COS 7; — ¢sin 7; ) dt.
0

= Since C_j = Cp, Q, = (Ck -+ @)/2, and b, = (C;€ — @)2/2

oo 00 50

f(t) — Z Cke2m'kt/T _ @e—gmkt/T oo+ Z CkGQm’kt/T
h=mo k=1 k=1

27Tkt - . 2wkt

@)

2kt 2kt
= a0+22akcos 7; +22bksin 7;
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It’s a discrete world

One second of audio on a compact disc contains 44,100
function values f(t;) in regularly spaced sample points
_JL

tj —, O§]<n
1
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Approximation of Fourier coefficients

= Trapezoidal rule on interval [t;,t,]

b G i) T
tj (1) dt ~ : =

= On the whole interval [0, T:

= ?/ f —2mkt/Tdt
L L. T(/0O T ACD)
NTn<2+;f QkT+2>
n—1
— %Zf(tj)e_%ijk/n (because f(0) = f(T) = f(to)).
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Discrete Fourier transform

= The discrete Fourier transform (DFT) of a vector
X = (zg,...,2,_1)" isthe vectory = (yo,...,yn_1)" with

Za:j —2mijk/n Zx]wnjk for 0 < k < n.

7=0

Here, w, = e 2m/m,
= Compare:

—1
1 —2mirk/n
Cr =~ 5 Zf(t])e 2mijk/

=0

.

Thus c =~ DFT(x), where xz,; = f(¢;)/n.
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Inverse DFT

= Easy to prove: the inverse DFT (IDFT) of a vector
X = (zg,...,2,_1)" isthe vectory = (yo,...,yn_1)" with

~1
1 < 3
Yp = — E :z:je+27”=7k/”, tor 0 < k < n.
n
7=0

Same as DFT formula, except for the scaling 1/n and the
sign of the exponent.
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Roots of unity

- wnn/Q _ 6—27T7L(n/2)/n — e T — 1.
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Matrix—vector multiplication

= Define the n x n Fourier matrix F;, by
(Fn) ik = w,k for 0 < 4,k < n.

= Hence F,x = DFT(x):

n—1 n—1
(Fnx); = ) (Fu)jpxr = Zkanjk = (DFT(x));
k=0 k=0

w40 w40 W4O W4O 1 1 1 1
o Wi wil wi? wsd 1= -1 1
1 aqp aq2 uq4 uq6 B 1 -1 1 —1
: L wi? we w® owy? 1 1 —1 —1
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Cost of straightforward DFT

= Complex multiplication
(a + bi)(c+ di) = (ac — bd) + (ad + be)i

requires 1 real addition, 1 real subtraction, 4 real
multiplications, hence a total of 6 flops.

= Complex addition
(a+0bi)+ (c+di) = (a+c)+ (b+d)i

requires 2 real additions.

= To compute y;, we need n complex multiplications and
n — 1 complex additions, so 6n + 2(n — 1) = 8n — 2 flops.

= To compute the n components of y, we need 8n° — 2n
flops.
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Splitting into even and odd components

n—1 n/2—1 n/2—1
— k 25k 2i+1)k
Yk = E :xjwqu = § Tojw," + E :v2j+1w£9 .
7=0 7=0 7=0

Using w; = w, /> gives

n/2—1 n/2—1
= Lok 4ok Toir 1" forO0<k<n
Yk = 2j%n /2 n 2j+1%Wp 19 > -
Jj=0 J=0

= Each sum is a DFT of length n/2, with 0 < k < n/2.

= Thus, we can compute the first half of the DFT by a DFT
on the even components of x and a DFT on the odd
components.

= Costis 2-[8(n/2)* —2(n/2)] + 8(n/2) = 4n* + 2n flops.
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Computing the second half of the DFT

Let n/2 < k < n. Substituting k£ = £ + n/2 into

n/2—1 n/2—1

5172] n/2 + W, x2]+1wn/2

gives 0 < k' < n/2 and

n/2—1 n/2—1
. k’—i—n/2 k’—i—n/2 Jj(k'+n/2)
Yk'4n/2 — E L2jWy, s E L2j+1W n/Q
n/2—1 n/2—1

_ k' k' k'
= L2jWnj2 = Wn L2j+1Wp, /o)
7=0 7=0

"\ because w5 =1 and w;;’* = —1. Now drop the primes.
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Cost reduction of one split

n/2—1 n/2—1
k k %
Yktn/2 = Z :ngw;;m — W, Z x2j+1w;’7ﬁb/2, for 0 < k < n/2.
j=0 j=0

= This is the same formula as for the first half, except for the
subtraction.

= Thus, we can compute the second half of the DFT almost
without extra work, performing just n/2 complex
subtractions, i.e., n flops.

= The total cost for the whole DFT with one split is 4n? + 3n
flops, thus saving about half the flops from the original

8n? — 2n.
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Recursive computation of DFT

0|4 216 115 317
Ol 1421161537

The problem is split repeatedly, until the problem size is 1.
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Recursive fast Fourier transform (FFT) algorithm

iInput: x : vector of length n.
output: y : vector of length n, y = F,,x.
call: y := FFT(x,n).

ifnmod2 = 0 then
x¢:=x(0:2:n—1); y° :=FFT(x° n/2);
X = r(1:2:n —1); y° := FFT(x°,n/2);
for k:=0to n/2—1do
T = why;
Yk =Y + T,
Ykd4n/2 = yi -7,
else y := DFT(x, n);

n/2—1 n/2—1

Y = Z To,;W n/2 + wk Z :1:2]+1w‘7]; for 0 < k <n/2.
— =
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Cost of fast Fourier transform

= Loop has complex multiplication, addition, subtraction,
together 6 + 2 + 2 = 10 flops.

= n /2 iterations of loop, hence a total of n/2 - 10 = 5n flops.
= Perform 2 FFT(n/2) operations and 5n flops for FFT(n):

T(n) = 2T(g) + 5n
n
4
= .- =nT(1) + (logyn) - 5n = 5nlog, n.

= 2 (21 )+5g)+5n:4T(%)+2-5n

= Much faster than 8n? time for direct computation of DFT.

= For n = 32768 (0.74 s audio), an FFT can be done
real-time on a 3.3 Mflop/s PC, but it would take 43 min
using the straightforward DFT. Gain factor: 3500.
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Summary

= The fast Fourier transform (FFT) idea was discovered by
Gauss (1805), rediscovered by Danielson and Lanczos
(1942), and is commonly attributed to Cooley and Tukey
(1965), who rediscovered it in the digital era.

= The FFT is the computational workhorse in many
applications, from weather forecasting to signal and
Image processing. Without the FFT, modern medicine
would be impossible.

= The cost of an FFT of length n Is 5n log, n flops.

= \WWe have derived a recursive FFT algorithm, I.e., an
algorithm that calls itself with a smaller problem size.
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