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Resolvent and lattice points on symmetric spaces
of strictly negative curvature
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Abstract. We study the asymptotics of the lattice point counting functionN(x, y; r) = #{γ ∈
Γ : d(x, γy)} for a Riemannian symmetric spaceX obtained from a semisimple Lie group of
real rank one and a discontinuous groupΓ of motions inX, such thatΓ \X has finite volume. We
show that

N(x, y; r) =
m∑
j=0

cj ϕj (x)ϕj (y)e
(ρ+νj )r +Ox,y,ε

(
e(2ρn/(n+1)+ε)r)

as r → ∞, for eachε > 0. The constant 2ρ corresponds to the sum of the positive roots of
the Lie group associated toX, andn = dimX. The sum in the main term runs over a system of
orthonormal eigenfunctionsϕj ∈ L2(Γ \X) of the Laplacian, such that the eigenvaluesρ2 − ν2

j

are less than 4nρ2/(n+ 1)2.

Mathematics Subject Classification (1991):11P21, (53C35, 58G25, 22E40)

1. Introduction

Let X be a Riemannian symmetric space of strictly negative curvature. Then
X = G/K,withG a semisimple Lie group of rank one overR andK a maximal
compact subgroup ofG. LetΓ be a discrete subgroup ofG of finite covolume. A
classical problem is the determination of the asymptotic behavior of the counting
function

N(r) = N(x, y; r) = card{ γ ∈ Γ : d(x, γy) < r } ,
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asr → ∞, for fixed x, y ∈ X. This problem has been investigated by many
authors. For instance, in the case whenΓ is cocompact, it was treated in [Hbr],
[Ma], [G], and in [B]. In the case whenΓ is of finite covolume, the main results
in the literature concentrate on the case of hyperbolicn-spaceHn. There are
results of Selberg (unpublished) and Patterson forX = H 2, and of Lax-Phillips
for Hn. (See [Pa], [LP]; see also [Le] and [MW],§5.) The main theme in these
papers links the asymptotic behavior ofN(r)with spectral data of the Laplacian
onΓ \X. There is a main termN(r) ∼ c0 e

2ρ r , wherec0, ρ are positive constants
depending only onX (2ρ = n− 1 if X = Hn). More precisely,

N(r) = c0 e
2ρ r +

∑
j

cjϕj (x)ϕj (y) e
(ρ+νj )r + E(r)(1)

where 0< νj < ρ, 1 ≤ j ≤ m are chosen such that theλ(νj ) := ρ2−νj 2 are the
eigenvalues of−∆ onΓ \X with value in(0, ρ2), with corresponding orthonor-
mal eigenfunctionsϕj . These eigenvalues are called exceptional. Furthermore,
thecj ’s are constants involving values of Gamma functions on theνj ’s, and the
constantb satisfies 0< b < ρ. FinallyE(r) = O(rae(b+ρ)r ), for some positive
constantsa, b.

In the case ofHn for n > 2, the best result is due to Lax-Phillips ([LP]), who
have proved thatE(r) = O(r3/(n+1)e(b0+ρ)r ) with b0 = (n−1)2

2(n+1) . (Actually they
prove this result under a condition weaker than finite volume.)

In the present paper we will use some results in [MW] on the meromorphic
continuation of the resolvent of the Laplacian onX andΓ \X, to obtain an
estimate forN(r), for anyX andΓ as above, withc0 = ζ 21−n

2ρ vol(Γ \X) , ρ = ρ(G)

andcj = c(νj )ζ21−n
νj+ρ . Hereζ is a constant depending only onGandc(ν)denotes the

Harish Chandrac-function.Theorem 4.1 gives the full statement; see Remark 4.2,
(i) for a comparison with [LP]. In the case ofHn, we obtainE(r) = e(b+ρ)r for
eachb > b0 = (n−1)2

2(n+1) . Our methods are different from those in [LP], who use
the wave equation. We shall follow the approach in [MW], via functions related
to the resolvent of∆. The main tools in the proof are certain estimates of a
truncation of the resolvent, H¨ormander’s theorem on the spectral function of an
elliptic operator, and a suitable Tauberian theorem (Proposition 5.1).

2. Preliminaries

LetG be a connected semisimple Lie group of real rank one and finite center. Let
K be a maximal compact subgroup ofGwith corresponding Cartan involutionθ
and Cartan decompositiong = k⊕p. FixG = NAK an Iwasawa decomposition
ofG and letg = k⊕a⊕n be the corresponding decomposition at the Lie algebra
level. LetM be the centralizer ofA in K, P = MAN and denote bym the Lie
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algebra ofM. (Note thatp is not the Lie algebra ofP .) If α is the simple root
of (P,A) thenn = nα ⊕ n2α wherenα(resp.n2α) is the root space associated
to α (resp. 2α). Setp = dim(nα), q = dim(n2α), ρ = 1

2(p + 2q)α. Then
n = p + q + 1 = dimX,X = G/K.

Fix H0 ∈ a such thatα(H0) = 1. We shall work with the multipleB of the
Killing form of g, BK, for which B(H0, H0) = 1. Note thatBK(H0, H0) =
2p + 8q and henceB = 1

2p+8q BK.

With this choice,Hα = H0. If X, Y ∈ g, let 〈X, Y 〉 = −B(X, θY ). Then
〈 , 〉 defines an inner product ong which coincides withB on a. We will also
denote by〈 , 〉 the bilinear extension ofB to ac = a ⊗R C, and its dual form
on a∗

c . All characters ofA are of the forma 7→ aνα with ν ∈ C. Often we
write aν instead ofaνα, that is, we identifyac and a∗

c with C via the maps
H → B(H,H0), λ → λ(H0). We also set, ift ∈ R, at = exp(tH0), and
aα = eα(loga). Thusaαt = et . If A+ = { at : t > 0 }, we have the decomposition
G = G+ ∪ K, a disjoint union, withG+ = KA+K . If g ∈ G+, andg =
k1(g)a(g)k2(g), with kj (g) ∈ K, j = 1,2, a(g) ∈ A+, thena(g) is uniquely
determined byg.

We choose the Riemannian metricdx onX = G/K, induced by the restriction
B|p of B to p. We then have thatd(xK, yK) = B(tH0, tH0)

1/2 = t if x, y ∈ G
anda(x−1y) = exp(tH0), with t = t (x, y) > 0. Given our choices this implies
that

a(x−1y)α = ed(xK,yK) = et(2)

In the sequel, we will often use elements ofG to denote the corresponding
elements ofX = G/K.

We letdg (resp.dḡ) be the Haar measure onG (resp.G/K) such thatdg =
γ (at ) dk1 dadk2 onKA+K, whereγ (a) = (

aα − a−α)p (
a2α − a−2α

)q
, anddk

is the Haar measure onK normalized so thatK has volume 1.
We claim thatdx = ζ2−p−q dḡ, whereζ = vol(K/M), the volume with re-

spect to the measure induced by the restriction of−B tok∩m⊥.Actually, this will
follow from Proposition 10.1.17 in [He]. Indeed, letdKx be the measure onX in-
duced by the restrictionBK |p of the Killing form. Sodx = (2p + 8q)−n/2 dKx.
Let dK ḡ be the measure onX induced by the Haar measuredKg on G such
that dKg = γ (a) dk1 dKa dk2 on G+ = KA+K, wheredKa is the measure
onA induced by the Killing formBK. Now by Proposition 10.1.17 in [He] we
havedKx = ζK2−p−qdK ḡ. HereζK = volK(K/M), the volume computed with
respect to the measure induced by the restriction of−BK to k ∩ m⊥. This rela-
tionship betweendKx anddKg implies thatdx = ζ2−p−q dḡ, using thatdKat =√

2p + 8q dt , andζ = (
1/

√
2p + 8q

)dim(k/m)
ζK = (2p + 8q)−(p+q)/2 ζK =

(2p + 8q)(1−n)/2 ζK.

We wish to point out that in [MW], beginning of Sect. 5, the factor 2−p−q is
missing in the right hand side of the formula relating the measuresdx anddḡ.
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3. The resolvent of the Laplacian

The discrete subgroupΓ ⊂ G with cofinite covolume satisfies the condition on
p. 16 of [Langl]. (See Theorems 0.6 and 0.7 in [GR].) This allows us to use the
well known spectral theory forL2(Γ \G). OnΓ \X we use the measure induced
by the measuredx onX.

Let ∆ be the Laplacian onX (or Γ \X). We identify−∆ with the Casimir
elementC of G, with respect to the formB. One has a spectral decomposition

L2(Γ \X) = L2
d(Γ \X)⊕⊥ L2

c(Γ \X)
where the spectrum ofC is discrete (resp. continuous) inL2

d(Γ \X) (resp.
L2
c(Γ \X)). We fix a complete orthonormal set

{
ϕj

}
j≥0 of real valuedeigenfunc-

tions ofC in L2
d (Γ \X), with eigenvaluesλj = ρ2 − ν2

j arranged in increasing
order, with Reνj ≥ 0. Soϕ0 is constant, and the other eigenvalues are positive.
The explicit determination of such a basis is an open problem, even in the sim-
plest cases. By a fundamental theorem of Langlands,L2

c(Γ \X) is generated by
eigenpackets of Eisenstein series, one of these for each cusp ofΓ .

We note that theϕj here coincide with theϕj in [MW], Sect. 5, which differ

from theϕj in [MW], Sect. 4, by a factorζ− 1
2 2

p+q
2 , since they are an orthonormal

basis ofL2
d(Γ \X) with respect to the Riemannian measuredx (and notdg).

We now recapitulate some results on powers of the resolvent ofC on X
andΓ \X.

Up to a meromorphic factors(ν), the resolvent ofC onX is given by convo-
lution with aK-biinvariant functionQν , real analytic onG \K. The following
result summarizes the main properties ofQν (see [MW] Sect.1, Sect.2).

Theorem 3.1. LetRe ν ≥ 0. There exists a functionQν ∈ C∞(K\G+/K) such
that

(i) CQν = λ(ν)Qν onG+, withλ(ν) = ρ2 − ν2. Furthermore, ifg ∈ G+, the
map ν → Qν(g) is holomorphic forRe ν ≥ 0 and admits a meromorphic
continuation toC.

(ii) ϕν = c(−ν)Qν+c(ν)Q−ν . Hereϕν is the zonal spherical function andc(ν)
denotes Harish-Chandra’sc-function (normalized as in§1, (3) of [MW],
i.e. so thatc(ρ) = 1).

(iii) If n = 2, then Qν(at ) ∼ d(ν) |log(t)| as t ↓ 0, andQν(at ) ∼ d(ν) t2−n
otherwise, withd(ν) meromorphic inC. Also, Qν(at ) ∼ a

−(ν+ρ)
t as t →

+∞. Moreover, there is an expansion

Qν(a) = a−(ν+ρ)
∞∑
j=0

aj (ν)a
−2jα(3)

wherea0(ν) = 1 andaj (ν) are rational functions, holomorphic forRe ν ≥
0, and uniformly bounded on vertical strips. This series is uniformly con-
vergent foraα ≥ T , for a sufficiently large positive constantT .
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(iv) If Qν is defined thenQν ∈ L1
loc(G). Furthermore, forRe ν > ρ, we have

Qν ∈ Lp(G), for 1 ≤ p < 2 (Qν 6∈ L2(G), if n > 3).
If r ∈ N, r ≥ 1, letQr,ν = Qν ∗ ...∗Qν (r times). IfRe ν > ρ, r > n/4,
thenQr,ν ∈ Lp(G), for 1 ≤ p ≤ 2 + ε, for someε > 0. Furthermore,

(C − λ(ν))r Qr,ν = s(ν)rδ

with s(ν) = −2νc(ν) andδ(f ) = f (1) for f ∈ C(G).
The next theorem from [MW] shows that ther times iterated resolvent on

Γ \X has a kernel as well.

Theorem 3.2. Let r ∈ N
+.

(i) Let [x] and [y] be distinct points ofΓ \X, and letReν > ρ. The sum
Pr,ν(x, y) = s(ν)−r

∑
γ∈Γ Qr,ν(x

−1γy) converges absolutely and defines
Pr,ν(x, y) holomorphic inν and smooth inx andy, in the complement of
the diagonal on(Γ \X)× (Γ \X).

(ii) (C − λ(ν))r Pr,ν(x, ·) = ζ2−p−qδx , with δxf = f (x) for f ∈ C∞
c (Γ \X)

andReν > ρ.
(iii) Pr,ν(x, ·) admits a meromorphic continuation toC, as a distribution. The

only singularities inRe ν ≥ 0, ν 6= 0, occur at pointsµ such thatλ(µ) is
an eigenvalue ofC in L2 (Γ \X), and have principal part∑

j, νj=µ

(
ν2
j − ν2

)−r
ζ 2−p−qϕj (x)ϕj .

Proof. See [MW],§3, and Theorem 4.5, taking into account, for (ii) and (iii), the
discussion on normalizations of measures at the end of Sect. 2. Note in particular,
that we use in Part ii) the measuredx to identify functions with distributions.
Also, the proof of Theorem 3.5 in [MW], implies that (ii) holds for Reν > ρ. 2

We now expand several results from [MW, Sect. 3] in the caser = 1 that
will be used in this paper.

We writePν instead ofP1,ν .
In the domain Reν > ρ we havePν(x, y) = P̃ν(x, y)+ P′

ν(x, y), with

P̃ν(x, y) = s(ν)−1
∑
γ∈Γ

β(x−1γy)Qν(x
−1γy)

P′
ν(x, y) = s(ν)−1

∑
γ∈Γ

(
1 − β(x−1γy)

)
Qν(x

−1γy)

whereβ is a smoothK-biinvariant function onG, such thatβ(at ) = 0 for |t | < T ,
andβ(at ) = 1 for |t | > T + 1. In particular,βQν is smooth. In principle any
T > 0 will do. Later on we shall need to takeT as in Part (iii) of Proposition 3.1.
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In this way, we obtaiñPν as a function inC∞ ((Γ \X)× (Γ \X)) for Reν >
ρ. The remaining sum is locally finite inx, y , and definesP′

ν as a smooth function
outside the diagonal of(Γ \X)× (Γ \X), meromorphic inν ∈ C, holomorphic
on Reν ≥ 0.

Proposition 3.3. P1,ν = Pν is a smooth function on(Γ \X) × (Γ \X), outside
the diagonal, for allν where it is holomorphic. It is holomorphic in the set{µ :
µ 6= 0, Reµ ≥ 0 }, except for possible simple poles that may occur only ifλ(µ)

is in the discrete spectrum.
P̃ν is a smooth function on(Γ \X) × (Γ \X), for all ν at which it is holo-

morphic. In the closed right half plane, it has the same singularities asPν . The
residue ofν 7→ P̃ν(x, y) at ν = µ 6= 0, Reµ ≥ 0 is

−ζ2−p−q

2µ

∑
j, νj=µ

ϕj (x)ϕj (y),

for each(x, y). If [x] 6= [y], then this is also the residue ofν 7→ Pν(x, y).

Proof. Once Theorem 4.5 of [MW] has given the meromorphic continuation
of Pν(x, ·), we obtain also the meromorphic continuation toC of P̃ν(x, ·) in the
sense of distributions, with the same singularities asPν in Reν ≥ 0. Proposi-
tion 4.6 of [MW] implies that this distribution is given by a smooth function on
(Γ \X)× (Γ \X) for each value ofν with Reν ≥ 0 where it is holomorphic.

Theorem 4.1 in [MW] gives forr > n
4 and Reν > ρ a family (ν, x) 7→

Pr,ν(x, ·) of elements ofL2(Γ \X). The estimate in Theorem 4.2 is used in Propo-
sition 4.3 to obtain the meromorphic continuation as a function ofν. Moreover,
the uniformity in Theorem 4.2 implies that(ν, x) 7→ Pr,ν(x, ·) is continuous in
(ν, x) outside the singularities. Furthermore, atν = µ with Reµ ≥ 0,µ 6= 0,
the singularity is determined by the finitely many terms in the discrete sum
corresponding to theνj such thatν2

j = µ2.
This family ofL2-elements determines a family of distributions onX. For

each test functionψ onX, we formPψ : y 7→ ∑
γ ψ(γy) inL2(Γ \X)and define

Pr,ν(x;ψ) := 〈
Pr,ν(x, ·), Pψ

〉
. This result is meromorphic inν, and continuous

in (x, ν) outside the singularities. In particular, forr > n
4 we have

Pr,ν(x;ψ) = ζ 2−p−q

(µ2 − ν2)r

∑
j, ν2

j =µ2

ϕj (x)
〈
ϕj , Pψ

〉 + Rr,ν(x;ψ),(4)

whereRr,ν(x) is a distribution and(ν, x) 7→ Rr,ν(x;ψ) is continuous and holo-
morphic atν = µ. In fact,Rr,ν is given by the remaining part of the expansion
in Theorem 4.1, to which we can apply the estimate in Theorem 4.2.

Furthermore, if Reν > ρ we have
(
Cy − λ(ν)

)
Pr,ν(x, ·) = Pr−1,ν(x, ·) for

r ≥ 2. Since for larger we have alreadyPr,ν(x, ·) as a meromorphic family of
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distributions, this gives successively the extension ofPr,ν(x, ·) as a meromorphic
family for those values ofr for which Theorem 4.2 does not apply. Moreover, if
we defineRr,ν(x) as the distributional derivative

(
Cy − λ(ν)

)
Rr+1,ν(x), the fact

thatϕj is an eigenfunction ofC shows that (4) remains valid for anyr ≥ 1. So
Rr,ν(x;ψ) = Rr+1,ν

(
x; (Cy − λ(ν))ψ

)
is continuous in(ν, x) and holomorphic

atν = µ.
In particular, we haveP1,ν(x;ψ) = Pr,ν

(
x; (Cy − λ(ν))r−1ψ

)
. The expan-

sion in Theorem 4.1 shows thatP1,ν(x;ψ) is continuous in(ν, x) and mero-
morphic inν, and that it is, uniformly forx in compact sets, bounded by the
supremum norm of

(
Cy − λ(ν)

)r−1
ψ times the volume of the support ofψ . So

P1,ν(x, ·) is a family of distributions of order at most 2r − 2. The same holds for
R1,ν(x), but here we have holomorphy atν = µ as well.

P′
1,ν(x, y) is well defined forx 6= γy for all γ ∈ Γ . The asymptotics in

part iv) of Theorem 1.1, and the formula for the Haar measure on page 667
make clear thaty 7→ P′

1,ν(x, y) is locally integrable. So we have a family of
distributions(ν, x) 7→ P′

1,ν(x, ·) that turns out to be continuous in(ν, x) and
holomorphic on Reν ≥ −ε for someε > 0.

Thus we have the meromorphy inν and the continuity in(ν, x) of the differ-
ence of distributions̃P1,ν(x, ·) := P1,ν(x, ·)−P′

1,ν(x, ·), and also of̃R1,ν(x, ·) :=
R1,ν(x, ·)− P′

1,ν(x, ·). For each test functionψ we have

P̃1,ν(x;ψ) = ζ 2−p−q

µ2 − ν2

∑
j

ϕj (x)

∫
X

ϕj (y)ψ(y) dy + R̃1,ν(x;ψ).

Integrating the first term with respect tox gives a distribution onX × X,
given by ζ 2−p−q

µ2−ν2

∑
j ϕj (x)ϕj (y). By the properties of̃Rr,ν(x;ψ)mentioned pre-

viously, the second term gives a distributionR̃1,ν(·, ·) on X × X : ψ 7→∫
X

R̃1,ν(x;ψ(x, ·)) dx.
LetU be a simply connected open neighborhood ofµ in whichµ is the only

singular point and with the condition thatU has a non-empty intersection with
the region of absolute convergence{ ν : Reν > ρ }. Integrating overU as well,
we obtain a distributioñr onU ×X ×X:

r̃(ψ) =
∫
U

∫
X

R̃1,ν(x;ψ(ν, x, ·)) dx dν dν̄−2i
.

For ν ∈ U , ν 6= µ, we can definẽP1,ν(·, ·) as a distribution onX × X in
a similar way. The reasoning in the proofs of Lemma 3.2 and Proposition 4.6
shows that it satisfies(

Cx − λ(ν)+ Cy − λ(ν)
)

P̃1,ν(·, ·) = Fν,

for some smooth functioñFν onX×X, which is holomorphic forν ∈ U \ {µ}.
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Similarly,
∑
j ϕj ⊗ ϕj satisfies a differential equation of the same type, and

so doesR̃1,ν : (
Cx − λ(ν)+ Cy − λ(ν)

)
R̃1,ν(·, ·) = F̃ν,

for some smooth functionFν onX × X depending meromorphically onν. But
the holomorphy ofR̃1,ν(·, ·) on U implies thatF̃ν is holomorphic onU as a
distribution onX ×X.

We now apply the differential operator∂ν∂ν̄ to r̃. For a test functionψ on
U ×X ×X, we find

∂ν∂ν̄ r̃(ψ) =
∫
U

∫
X

∫
X

R̃r,ν(x, y)
(
Cy − λ(ν)

)
∂ν̄∂νψ(ν, x, y) dy dx

dν dν̄

−2i

=
∫
X

∫
X

∫
U

R̃r,ν(x, y)∂ν̄∂νψ1(ν, x, y)
dν dν̄

−2i
dx dy,

whereψ1 is another test function (obtained by interchanging the differentiations)
andR̃r,ν(x, y) given by a representation as in Theorem 4.1, but with a few terms
omitted. AsR̃r,ν is holomorphic onU , we find zero after partial integration in
theν-variable. So∂ν∂ν̄ r̃ = 0.

Let us now consider the elliptic operatorL = −∂ν∂ν̄+Cx−λ(ν)+Cy−λ(ν)
onU × X × X. We haveLr̃ = F̃ν in distribution sense onU × X × X. But
F̃ν is smooth in all three variables jointly. The conclusion is thatr̃ is given by a
smooth function onU ×X×X which is holomorphic inν ∈ U . We denote this
function byr̃(ν, x, y) as well.

Finally, p : (ν, x, y) 7→ ζ 2−p−q
µ2−ν2

∑
j ϕj (x)ϕj (y) + r̃(ν, x, y) determines a

distribution onU ×X×X. This function is smooth outside its singularities, and
its principal part is explicitly given.

As a distribution onU × X × X, it is the meromorphic continuation of the
functionP̃1,ν(x, y)given by a convergent series for Reν > ρ. So, the distribution
onX obtained by integrating againstp(ν, x, ·) is the same as the distribution
P̃1,ν(x, ·). This completes the proof. 2

We now prove an estimate which will play a fundamental role in the sequel.

Lemma 3.4. If r ∈ N
+, then (C − λ(ν))r P̃ν(x, ·) ∈ L2 (Γ \X). Let s(ν) =

−2νc(ν), fix σ, σ ′ with 0 < σ < σ ′, and letΩ ⊂ X, a compact subset. Then
there isCΩ,σ,σ ′ ≥ 0 such that

‖s(ν) (C − λ(ν))r P̃ν(x, ·)‖2 ≤ CΩ,σ,σ ′(1 + |ν|)r

for all x ∈ Ω andν in Sσ,σ ′ := { ν : σ ≤ Reν ≤ σ ′ }.
We give a proof that does not use the fact thatΓ has finite covolume inG.
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Proof. We claim thats(ν)(C − λ(ν))r P̃ν(x, ·) can be written as a finite sum of
functions of the form∑

γ∈Γ
Yi1 . . . Yikβ(x

−1γy) ·Xj1 . . . XjhQν(x
−1γy)(5)

with r ≤ k ≤ 2r, 0 ≤ h ≤ r, and allYi,Xj ∈ g. Indeed ifr = 1 and Reν > ρ,
since(C − λ(ν))Qν = 0, where defined, we get thats(ν)(C − λ(ν))P̃ν(x, y) is
a sum of terms of the form∑

γ∈Γ
XiXjβ(x

−1γy) ·Qν(x
−1γy)+

∑
γ∈Γ

X′
iβ(x

−1γy) ·X′
jQν(x

−1γy).

Now, if we applyC − λ(ν) to an expression as in (5), this will introduce either
two more derivatives onβ, or one derivative onβ and one onQν , hence the
inductive step fromr to r + 1 follows.

We also note that ifX ∈ g, thenXβ is compactly supported onG, hence,
locally in x, y, the sums in (5) have finitely many non-zero terms. Hence the
expansion (5) is valid forν ∈ C, outside the singularities ofQν . This implies in
particular that ifr ≥ 1, x, y ∈ G, s(ν)(C − λ(ν))r P̃ν(x, y) has a meromorphic
continuation toC, with possible poles at the poles ofQν , in particular, it is
holomorphic for Reν ≥ 0. Furthermore, this continuation is given by a smooth
function on(Γ \X)× (Γ \X).

We now prove that for anyX1, . . . , Xh ∈ g, there existsC = Cσ,σ ′,X1,... ,Xh ,
such that

X1 . . . XhQν(g) ≤ C |ν|h(6)

uniformly for g in compact subsets of{ k1atk2 : k1, k2 ∈ K, t > T } with T as
in Part (iii) of Proposition 3.1, andν in the stripσ < Reν < σ ′.

If we setψ(x) = α(loga(x)), using the expansion (3) forQν , we see that
the left hand side of (6) equals

d

dth |0
. . .

d

dt1 |0
Qν(g exp(t1X1) . . .exp(thXh))

=
∑
j≥0

aj (ν)
d

dth |0
. . .

d

dt1 |0
e−(ν+ρ+2j)ψ(g exp(t1X1)...exp(thXh))(7)

Now an inductive argument shows that

d

dth |0
. . .

d

dt1 |0
e−(ν+ρ+2j)ψ(g exp(t1X1)...exp(thXh))

is a sum of terms of the form

(−(ν + ρ + 2j))l e−(ν+ρ+2j)ψ(g)XI1ψ(g)XI2ψ(g) . . . XIlψ(g)
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whereI1 ∪ . . . ∪ Il = {1, . . . , h} andXIjψ(g) = Xij,1 . . . Xij,lj ψ(g), if Ij ={
ij,1, . . . , ij,lj

}
. We have 1≤ l ≤ h and

∑
ij,lj = h. Hence (7) can be estimated

by

|ν + ρ|h
h∑
l=0

|ψl(g)|
∑
j≥0

|aj (ν)|
∣∣∣∣(ν + ρ + 2j)l

(ν + ρ)h

∣∣∣∣ a(g)−(Reν+ρ+2j)α

(8)

where eachψl(g) is a finite sum of functions of the formXI1ψ(g) . . . XIlψ(g).
Sincel ≤ h, (8) together with the uniform convergence of (3) implies that

the series in (7) converges uniformly fora(g) ≥ T > 0, andν on the stripSσ,σ ′,
with sum uniformly bounded onSσ,σ ′ byC|ν|h. This implies (6).

We now claim that the lemma follows from (5) and (6). We denoteqν(g) =
Yi1 . . . Yikβ(g) ·Xj1 . . . XjhQν(g). The properties of the cut-off functionβ imply
thatqν has compact supportΩ ′ in G. In particular, this support is contained in
the region for which we have proved (6).

We denote left translation byx ∈ G, by Lxf (g) = f (x−1g). If x ∈ Ω,
compact, all theLxqν have support contained in the compact setΩΩ ′ = Ω ′′.
For eachx ∈ Ω, the average ofLxqν over Γ has compact support inΓ \G
included inπ(Ω ′′), π : G 7→ Γ \G, the quotient map. Now∫

Γ \G

∣∣∣∣∣∑
γ

qν(x
−1γy)

∣∣∣∣∣
2

dy =
∫
π(Ω ′′)

∣∣∣∣∣∑
γ

qν(x
−1γy)

∣∣∣∣∣
2

dy

≤ volπ(Ω ′′) supy∈Ω ′′

∣∣∣∣∣∑
γ

qν(x
−1γy)

∣∣∣∣∣
2

≤ volπ(Ω ′′) ‖ qν ‖∞2
∣∣∣Γ ∩ΩΩ ′Ω ′′−1

∣∣∣2
(9)

This clearly implies the assertion in the lemma in the light of (5) and (6).2

In the sequel, we shall use the spectral function of the Laplacian onΓ \X,
which we define by

e(x, y; λ) :=
∑

λ(νj )≤λ
ϕj (x)ϕj (y)

+
∑
`

cQ`

∫
µ∈R, ρ2+µ2≤λ

E(Q`, iµ, x)E(Q`, iµ, y) dµ

=
∫ λ

t=0−
d (e(x, y; t)) ,

wherex, y ∈ X,λ ≥ 0.ThecQ` are the constants needed in the spectral expansion
in eigenfunctions of the Casimir operator. They are proportional to thecj in
Theorem 4.1 of [MW].
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Note thate(x, y; λ) is Γ -invariant in x as well as iny. We shall use the
following result:

Lemma 3.5. For eachx ∈ X we have

e(x, x; λ) = O
(
λn/2

)
(λ → ∞),(10)

and, ifλ ≤ λ1 ≤ 2λ:

e(x, x; λ1)− e(x, x; λ) = O
(
(λ1 − λ)λn/2−1 + λ(n−1)/2

)
(λ → ∞).(11)

The estimate in(10) is uniform forx in compact subsets ofΓ \X.

The proof shows that for torsion freeΓ we also have uniformity of the esti-
mate (11).

Proof. Borel shows in Proposition 17.6 and Corollaire 17.7 of [Bo], that any
finitely generated subgroup of GL(n,K) over a fieldK of characteristic zero has
a “net” subgroup of finite index. The conceptnet implies torsion free. To getG
inside a suitable general linear group, we take it in its adjoint form. This does not
change the problem, as we are only interested in the quotientX = G/K. Going
over to a covering involves a finite center, which is contained inK. This does
not change the spectral function. This means thatΓ has a torsion-free subgroup
Γ ′ of finite index. We can supposeΓ ′ to be normal inΓ .

We shall derive the lemma from a result of H¨ormander, see [H¨o], Theorem 5.1.
It implies, sinceΓ ′ is torsion free, that there is a smooth functionϕ onX such
that the spectral function satisfies

eΓ ′(x, x; λ) = ϕ(x)λn/2 +O
(
λ(n−1)/2

)
(λ → ∞),(12)

uniform forx in compact subsets ofΓ ′\X, and

eΓ ′(x, y; λ) = O
(
λ(n−1)/2

)
(λ → ∞),(13)

uniformly for (x, y) in compact subsets of
(
Γ ′\X) × (

Γ ′\X)
that do not meet

the diagonal.
It follows that the lemma is clear in the case thatΓ has no torsion, even with

uniformity in (11). We shall reduce the general case to the torsion-free case.
As above, letΓ ′ be a normal torsion-free subgroup ofΓ, of finite index. The

spectral functioneΓ ′ satisfies the assertions (12) and (13). The spectral function
e for the groupΓ is given by

e(x, y; λ) =
∑

γ∈Γ ′\Γ
eΓ ′(γ x, y; λ).

(This relation is based on the assumption that the invariant measures onΓ ′\X
andΓ \X come from the same Haar measure onG.)
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The Cauchy-Schwartz inequality implies

|eΓ ′(x, y; λ)| ≤ eΓ ′(x, x; λ)1/2eΓ ′(y, y; λ)1/2

for all x, y ∈ X. For a fixed systemR of representatives ofΓ ′\Γ and a com-
pact setΩ ⊂ X, the union

⋃
γ∈R γΩ is also compact. So (12) implies that

e(x, y; λ) = O(λn/2), uniform forx andy in compact sets inX. Thus we obtain
assertion (10) uniformly onΓ \X.

Let x ∈ X be fixed, and denote byΓx the subgroup ofΓ leavingx fixed.
Then

e(x, x; λ) = u(x)
∑
Γx\Γ

eΓ ′(γ x, x; λ),

whereu(x) = #((Γ ′ ∩ Γx)\Γx) = #Γx . From (12) and (13) it follows that

e(x, x; λ) = u(x)ϕΓ ′(x)λn/2 +O
(
λ(n−1)/2

)
(λ → ∞),(14)

whereϕΓ ′ is a smooth function onX. This gives (11) by a short computation.
Note thatx 7→ u(x)ϕΓ ′(x) need not be continuous onX. 2

Theorem 3.6. Letσ, ε > 0, and letx, y ∈ G. There existsCσ,ε such that

|s(ν)P̃ν(x, y)| ≤ Cσ,ε| Im ν| n−1
2 +ε

uniformly forν ∈ Sσ = { ν : σ ≤ Reν ≤ ρ + σ }, | Im ν| ≥ 1.

In the case of torsion freeΓ , this estimate can be shown to be uniform forx

andy in compact sets.

Proof. Let Reν > ρ. Lemma 3.2 in [MW] shows that̃Pν(x, ·) ∈ Ls (Γ \X)
for eachs > 2. The derivatives

(
Cy − λ(ν)

)j
P̃ν(x, y) have compact support in

y ∈ Γ \X for j ≥ 1. Theorem 4.7 in [MW] shows that ifr is any integerr > n/4,
there is an absolutely convergent representation:

P̃ν(x, y) =
∑

〈(C − λ(ν))r P̃ν(x, ·), ϕj 〉 ϕj (y)

(ν2
j − ν2)r

+
∑
Q`

cQ`

∫ ∞

−∞
〈(C − λ(ν))r P̃ν(x, ·), E(Q`, iµ, ·)〉E(Q`, iµ, y)

(µ2 + ν2)r
dµ,

valid for Reν > ρ.
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By applying the Cauchy-Schwartz inequality to the right hand side, we see
thats(ν)̃Pν(x, y) is estimated in absolute value by

� s(ν)

∑
j

|〈(C − λ(ν))r P̃ν(x, ·), ϕj 〉|2
1/2 ∑

j

|ϕj (y)|2
|ν2
j − ν2|2r

1/2

+ s(ν)
∑
`

cQ`

(∫ ∞

−∞
|〈(C − λ(ν))r P̃ν(x, ·), E(Q`, iµ, ·)〉|2 dµ

)1/2

·
(∫ ∞

−∞
|E(Q`, iµ, y)|2

|µ2 + ν2|2r dµ

)1/2

� (1 + |ν|)r
∑

j

|ϕj (y)|2
|ν2
j − ν2|2r +

∑
`

cQ`

∫ ∞

−∞
|E(Q`, iµ, y)|2

|µ2 + ν2|2r dµ

1/2

,

with use of the uniform estimate onSσ for
∥∥s(ν)(C − λ(ν))r P̃ν(x, ·)

∥∥
2 in

Lemma 3.4.
Now we note that

∑
ρ2≤λ(νj )≤T

|ϕj (x)|2(
λ(νj )+ 1

)n/2+ε +
∑
`

cQ`

∫ √
T−ρ2

−
√
T−ρ2

|E(Q`, iµ, x)|2(
µ2 + ρ2 + 1

)n/2+ε dµ

=
∫ T

ρ2−0

d(e(x, x; λ))
(λ+ 1)n/2+ε

= e(x, x; λ)
(λ+ 1)n/2+ε

∣∣∣∣T
ρ2−0

+
(n

2
+ ε

) ∫ T

ρ2

e(x, x; λ)
(λ+ 1)n/2+1+ε dλ � T −ε,

by (10).
This implies the convergence of the estimate ofP̃ν obtained above, for any

r ∈ R, r > n
4:

s(ν)P̃ν(x, y) � (1 + |ν|)r(15)

·
∑

j

|ϕj (y)|2
|ν2
j − ν2|2r +

∑
`

cQ`

∫ ∞

−∞
|E(Q`, iµ, y)|2

|µ2 + ν2|2r dµ

1/2

.

In the sequel, we shall use (11) to give an estimate for (15), uniform on vertical
strips. We consider the following quantity, whose square root occurs in (15):

S(ν) :=
∑
j

|ϕj (x)|2
|ν2
j − ν2|2r +

∑
`

cQ`

∫ ∞

−∞
|E(Q`, iµ, x)|2

|µ2 + ν2|2r dµ(16)
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with r ∈ N, r > n
4 to be chosen later. We take apart 0< νj < ρ for 1 ≤ j ≤ m,

corresponding to the exceptional eigenvalues. The other eigenvalues correspond
to νj = itj , tj ∈ R, for j > m. Also setν = s + it , s, t ∈ R. Thus, ifj > m,
|ν2
j − ν2|2 = (s2 + (tj − t)2)(s2 + (tj + t)2).We note that it is sufficient to prove

the estimate fort > 0, so we may and will assume thattj ≥ 0 for all j > m. Fix
0< ϑ < 1, to be determined later. We splitS(ν) = Se(ν)+S1(ν)+S2(ν),where

Se(ν) = ∑m
j=1

|ϕj (x)|2
|ν2
j −ν2|2r , the contribution of the exceptional spectrum to (16), and

S1(ν) =
∑

|tj±t |≥tϑ

|ϕj (x)|2
(s2 + (tj − t)2)r (s2 + (tj + t)2)r

+
∑
`

cQ`

∫
|µ±t |≥tϑ

|E(Q`, iµ, x)|2
(s2 + (µ− t)2)r(s2 + (µ+ t)2)r

dµ,

S2(ν) = S(ν)− Se(ν)− S1(ν)

=
∑

|tj−t |<tϑ

|ϕj (x)|2
(s2 + (tj − t)2)r (s2 + (tj + t)2)r

+
∑

|tj+t |<tϑ

|ϕj (x)|2
(s2 + (tj − t)2)r (s2 + (tj + t)2)r

+
∑
`

cQ`

∫
|µ−t |<tϑ

|E(Q`, iµ, x)|2
(s2 + (µ− t)2)r(s2 + (µ+ t)2)r

dµ

+
∑
`

cQ`

∫
|µ+t |<tϑ

|E(Q`, iµ, x)|2
(s2 + (µ− t)2)r(s2 + (µ+ t)2)r

dµ.

We first estimateS1(ν), uniformly onSσ . We will use the following estimate: For
0 < α < 1, there existsCα > 0 such that fort, u ∈ R

+ we have the following
inequality:

(1 + (t + u)2) ≥ Cα(1 + t2)α(1 + u2)1−α .(17)

We obtain the following estimates:

S1(ν) � 1

(1 + t2ϑ)r

 ∑
|tj±t |≥tϑ

|ϕj (x)|2
(1 + (tj + t)2)r

+
∑
`

cQ`

∫
|µ±t |≥tϑ

|E(Q`, iµ, x)|2
(1 + (µ+ t)2)r

dµ

)
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�α

1

(1 + t2)rϑ+r(1−α)

∑
j

|ϕj (x)|2
(1 + t2j )

rα
(18)

+
∑
`

cQ`

∫ ∞

−∞
|E(Q`, iµ, x)|2
(1 + µ2)rα

dµ

)
� t−2rϑ−2r(1−α),

providedrα > n
2, so that (18) is convergent.

Relative toS2(ν) we note that since we assumet, tj > 0, the second sum is
empty and the first one is the sum over thetj such thatt − tϑ < tj < t + tϑ ,
or equivalently,a−

t,ϑ < λ(itj ) < a+
t,ϑ , wherea±

t,ϑ = (t ± tϑ )2 + ρ2 andλ(itj ) =
t2j + ρ2. Similarly, the sum of the integrals equals the integral taken over the set:
a−
t,ϑ < λ(iµ) < a+

t,ϑ . We note that, ifµ is so thatλ(iµ) is in this interval, we
have, uniformly forν ∈ Sσ (sinceσ > 0),

(s2 + (µ− t)2)r(s2 + (µ+ t)2)r > D(1 + t2r )(19)

with D = Dσ . We can use this estimate also in the terms of the sum, withtj in
place ofµ. Therefore,

S2(ν) � (1 + t)−2r

 ∑
a−
t,ϑ<λ(itj )<a

+
t,ϑ

|ϕj (x)|2

+
∑
`

cQ`

∫
a−
t,ϑ<λ(iµ)<a

+
t,ϑ

|E(Q`, iµ, x)|2dµ
)

= (1 + t)−2r
(
e(x, x, a+

t,ϑ )− e(x, x, a−
t,ϑ )

)
� t−2r

((
a+
t,ϑ − a−

t,ϑ

) (
t2 + ρ2

)n/2−1 + (
t2 + ρ2

)(n−1)/2
)

� tn−1+ϑ−2r ,

for ν ∈ Sσ , by (11).
The contributionSe(ν) of the exceptional spectrum isO(t−4r ).
We haveS(ν) � t−4r + t−2ϑr−2r+2rα+ tn−1+ϑ−2r , with the conditionsr > n

4,
rα > n

2, 0< α < 1, and 0< ϑ < 1. For a given smallε > 0 and a givenr > n
4,

we first takeα = 1
r

(
n
2 + ε

)
. This imposes the conditionr > n

2 + ε on r. Next,
we takeϑ = 2ε+1

2r+1 so that the second and third summands be equal. Ifε is small
enough, we have 0< ϑ < 1. We end up with

s(ν)P̃ν(x, y) � (1 + |ν|) n−1
2 + ε+1/2

2r+1 .

We can taker ∈ N as large as we want, and obtain the estimate in the theorem.
2



632 R.W. Bruggeman, R.J. Miatello, N.R. Wallach

4. Distribution of lattice points

This section will be devoted to the proof of our main result.

We introduce the Dirichlet series

L(ν) = L(x, y, ν) =
∑
γ∈Γ

a(x−1γy)−(ν+ρ) =
∑
γ∈Γ

e−d(xK,γyK)(ν+ρ)(20)

by (2). As shown in [MW], Sect.5, this series converges absolutely, uniformly
for Re ν ≥ σ +ρ. The convergence is even uniform forx andy in compact sets.
The series defines a holomorphic function in the half-plane{ ν : Re ν > ρ }.
Moreover,L(ν)admits a meromorphic continuation toC and its poles in the open
right half-plane are simple and located atνj − 2l > 0 wherel ∈ N ∪ {0} , 0 <
νm ≤ νm−1 . . . ≤ ν1 < ν0 = ρ andλ(νj ) is an exceptional eigenvalue ofC,
1 ≤ j ≤ m. The desired result on the counting functionN(x, y; r) will follow
from some uniform estimates forL(ν) on vertical strips and a Tauberian theorem.

Theorem 4.1. Letx, y ∈ X, and letN(x, y; r) be as in the introduction. Letϕj ,
1 ≤ j ≤ m, be an orthonormal system of eigenfunctions of the Casimir operator
C with exceptional eigenvaluesλ(νj ) = ρ2 − ν2

j , 0< νj ≤ ρ. Then

N(x,y; r) = ζ 21−n

2ρ vol(Γ \X)e
2ρ r(21)

+ ζ 21−n
m∑
j=1

c(νj )

νj + ρ
ϕj (x)ϕj (y) e

(ρ+νj )r +O
(
e(2ρ

n
n+1+ε) r

)
as r → ∞, for anyε > 0. Herec(ν) is the Harish-Chandrac-function,n =
dimX, andζ =vol(K/M) (see Sect. 2).

Proof. FixΩ a compact subset ofG containingx, y and letσ > 0. Let T be as
in Part (iii) of Proposition 3.1. We note that

ΓΩ = { γ ∈ Γ : d(u, γ v) ≤ T + 1, for someu, v ∈ Ω }
is a finite set. Sinceβ(x−1γy) = 1 forγ /∈ ΓΩ , we may writeL(ν) for Re ν > ρ,
as follows:

L(ν) =
∑
γ∈ΓΩ

a(x−1γy)−(ν+ρ) +
∑

γ∈Γ−ΓΩ

(
a(x−1γy)−(ν+ρ) −Qν(x

−1γy)
)

+s(ν)̃Pν(x, y)−
∑
γ∈ΓΩ

β(x−1γy)Qν(x
−1γy)(22)

The first and fourth summands are given by finite sums and define holo-
morphic functions in the closed right half-plane, uniformly bounded on vertical
strips. On the other hand, by using the expansion (3) forQν(a) and the fact that
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the valuesQν(g) are uniformly bounded on vertical strips (c.f. [MW]) we see
that the second term is estimated in absolute value by

O

 ∑
γ∈Γ−ΓΩ

a(x−1γy)−(Re ν+ρ+2−ε)


for any positiveε, hence it is a holomorphic function in the region{ ν : Re ν >
ρ−2 }, uniformly bounded on vertical strips with Reν ≥ ρ−2+ε for eachε > 0.
Now, sinces(ν)̃Pν(x, y) satisfies the estimate in Theorem 3.6, it follows from
(22) thatL(ν) satisfies this same estimate, uniformly ifρ−2+σ ≤ Re ν ≤ ρ+σ,
for any positiveσ. By an iteration of this argument, in which we treat leading
terms in (3) separately, we conclude that there existsCσ,ε > 0 such that

|L(x, y, ν)| ≤ Cσ,ε| Im ν| n−1
2 +ε(23)

for Im ν ≥ 1, σ ≤ Re ν ≤ ρ + σ. Furthermore the poles ofL(ν) with Reν >
ρ − 2 coincide with those ofs(ν)̃Pν(x, y) and lie at theνj , 0 ≤ j ≤ m, such
thatλ(νj ) is an exceptional eigenvalue ofC. (We here include 0= λ(ν0), with
ν0 = ρ, among the exceptional eigenvalues.) Also, the residue at such a poleµ

is given by
∑
j, νj=µ ζ 2−p−qc(νj ) ϕj (x) ϕj (y), by Proposition 3.3. In the case

j = 0, we have|ϕ0| = vol(Γ \X)−1/2, and residueζ 2−p−q/ vol(Γ \X).
We now consider the Assumptions i),... ,iv) in the Appendix, in the case of

D(s) = L(s − ρ). So the region of absolute convergence is Res > τ := 2ρ.
As the setC, we take{ a(x−1γy)α : γ ∈ Γ }, anda(c) := #{ γ ∈ Γ :

a(x−1γy)α = c }. The discreteness in Assumption i) follows from the fact that
{ γ ∈ Γ : d(x, γy) ≤ L } is finite for eachL.

The number̃τ in Assumption iii) can be any numberτ̃ ∈ (ρ,2ρ) not equal
to someνj + ρ − 2`, ` ≥ 0 integral.

The exponentk in the estimate inAssumption iv) can be anyk > n−1
2

(
2 − τ̃

ρ

)
.

We have used the Phragmen-Lindel¨of theorem (see for instance [La], Ch.IX,§4,
p.236.)

As the numbersa(c) are positive, Proposition 5.1 in the Appendix yields

#
{
γ ∈ Γ : a(x−1γy)α ≤ X

} =
∑
i

wi

si
Xsi +O

(
Xb

)
(X → ∞),

whereb = 1
k+1(2kρ + τ̃ ), si runs through the poles ofD(s) andwi denotes the

residue atsi . The optimal choice of̃τ is slightly larger thanρ. Thus we find

#
{
γ ∈ Γ : a(x−1γy)α ≤ X

}
(24)

=
∑
i

wi

si
Xsi +O

(
X2ρ−2ρ/(n+1)+ε) (X → ∞),
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for eachε > 0. Only thesi ∈ ( 2n
n+1ρ,2ρ] are relevant. The largest exponent is

s1 = ν0 + ρ = 2ρ.
For all rank-one groups, we have 2ρ/(1+n) < 2. Indeed (see [BM], Table 1,

p.110), ifG = SOF (l,1), with F = R, F = C or F = H, thenX ' FHl,
we haven = dl and 2ρ = n − 2 + d, d = 1,2,4 respectively. IfG ' F 1

4 ,
then 2ρ = 22 andn = 16. This implies that all relevant terms in (24) cor-
respond to eigenvalues of the Casimir operator: the set

{
s1, . . . , sq

}
(without

multiplicities) is equal to the set{2ρ, ν1 + ρ, . . . , νm + ρ} and furthermore,
wi = ∑

j, νj+ρ=si ζ 2−p−q c(νj )ϕj (x)ϕj (y); in particular,w0 = ζ 2−p−q
vol(Γ \X) .

To make the transition toN(r), we takeX = er in the resulting asymptotic
expression, and use thata(x−1γy)α = ed(xK,γyK). The result is

# { γ ∈ Γ : d(xK, γyK) ≤ r } = ζ 2−p−q

2ρ vol(Γ \X)e
2ρ r(25)

+
m∑
j=1

ζ 2−p−q c(νj )ϕj (x)ϕj (y)
νj + ρ

e(νj+ρ)r +O
(
er(2ρ

n
n+1+ε)

)
,

asr → ∞, for anyε > 0. The theorem is now proved. 2

Remarks 4.2.(i) We compare Theorem 4.1 with [LP], (1.3) in the case when
G = SO(n,1). The theorem of Lax-Phillips implies that

N(r) =
m∑
j=0

ζ Γ (ρ + 1
2) Γ (νj )

2
√
π Γ (νj + ρ + 1)

ϕj (x)ϕj (y) e
(νj+ρ)r(26)

+O
(
r

3
n+1er(2ρ

n
n+1)

)
(r → ∞).

In this case, 2ρ = p = n − 1 andc(ν) = Γ (ρ+ 1
2 ) Γ (ν)

2−p 2
√
π Γ (ν+ρ) (see [He2], Thm

6.14; recall thatc(ρ) = 1). As all roots have the same length,ζ = vol(K/M) is
equal to the volume of the unit sphere inp with respect to the measure induced
by restriction of the formB to p. Thus,

ζ2−p−qc(νj )
νj + ρ

= ζΓ (ρ + 1
2)Γ (νj )

2
√
π Γ (νj + ρ + 1)

hence Theorem 4.1 yields (26) witheεr , for anyε > 0, in place ofr
3
n+1 .

(ii) The determination of the optimal estimate for the error term in (21) is
an open problem. In the case whenΓ is cocompact, this question was studied
by Huber ([Hbr]) forX = H 2, by Margulis ([Ma]) for manifolds of negative
curvature), by G¨unther (forX as above) and by Bartels ([B]) whenX is a general
symmetric space of non positive curvature. In the case whenG = SO(n,1) and
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n ≥ 3, the best result is (26). In the case whenn = 2, Selberg, Philips and
Rudnick, and Patterson had before obtained the same exponential terme

2
3r times

a lower power ofr (see[LP], Introduction [Pa], [PR]). We should also remark that
Lax and Phillips work with the condition thatΓ be geometrically finite, which
is weaker than finite volume. We need the finite volume condition to be able to
use the spectral theory ofL2(Γ \X) and the results in [MW]. However, many of
the arguments work in a greater generality. By refining the methods in this paper,
one should be able to extend Theorem 4.1 to anyΓ satisfying the Lax-Phillips
condition.

(iii) The formulation of Theorem 4.1 depends on our normalization of the
Riemannian structure. Let us consider what happens if we replace the distance
by dτ (x, y) = τd(x, y) for someτ > 0, that is, if we let the new metric be
Bτ = τ 2B.

The Riemannian measure changes according todτx = τn dx. So the factors
1

vol(Γ \X) andϕj (x)ϕj (y) in (21) are multiplied byτ−n.
We have to replaceζ by ζ τ = volτ (K/M), where the measure is induced by

the restriction of−Bτ to k ∩ m⊥. Henceζ τ = τ dim(k/m)ζ = τn−1ζ .
The Casimir operator associated toBτ is Cτ = τ−2C. So the eigenvalues

are multiplied byτ−2, and the spectral parameter satisfiesντ = τ−1ν. In the
new norm, the length of the simple rootα is equal toτ−1, and the identification
betweenC anda∗

c is given byντ 7→ ντ τα. The Harish Chandra function is a
function ona∗

c , so we havec(ντ τα) = c(να).
The factors 1

2ρ and 1
νj+ρ in (21) are multiplied byτ , which makes that the

coefficientsc0, c1, . . . in the asymptotic expansion do not change under the
normalization.

The counting function becomesNτ(x, y, r) = N(x, y, r/τ). Inserting r
τ

for r into the exponential factors in (21), changes these into respectivelye2ρτ r ,
e
(ρτ+ντj )r ande(2ρ

τ n
n+1+ ε

τ
)r . So Theorem 4.1 does not depend on the choice of the

Riemannian metric.

5. Appendix. A Tauberian result

The purpose of this section is to study the asymptotic properties of the partial
sums of the coefficients of a Dirichlet series satisfying i),...,v) below. We make
no claim to originality, but we include a proof , since we have been unable to
find a reference for the result we need.

We start with the following assumptions:

i) C ⊂ (0,∞) is a closed infinite discrete set inR. So∞ is its only accumulation
point.

ii) Let a : C → [0,∞). The Dirichlet seriesD(s) := ∑
c∈C a(c)c

−s converges
absolutely on the region Res > τ , with τ > 0.



636 R.W. Bruggeman, R.J. Miatello, N.R. Wallach

iii) D has a meromorphic continuation to the half plane Res ≥ τ̃ , with 0 <
τ̃ < τ . In this half plane, there are finitely many first order poles at points
s1 = τ, s2, . . . , sq , with Resm ∈ (τ̃ , τ ]. Letwm be the residue atsm.

iv) D(s) = Oσ

(
(1 + | Im s|)k) on a stripτ̃ ≤ Res ≤ σ , outside a neighborhood

of the singularities, withσ > τ .

Proposition 5.1. If the conditions i)–iv) are satisfied, then∑
c≤X

a(c) =
q∑

m=1

wm

sm
Xsm +O(Xb) (X → ∞).(27)

with b = kτ+τ̃
k+1 .

Only them with Resm > b are relevant.
The conditiona(c) ≥ 0 in Assumption ii) is necessary. We shall start the

proof with arbitrarya(c) ∈ C such that the series converges absolutely. This also
means that at first the maximum of Resm need not be equal toτ .

Proof. The main idea is to approximateA(X) := ∑
c≤X a(c) by

S(ψ) :=
∑
c∈C

a(c)ψ(c),(28)

for suitableψ ∈ C∞
c (0,∞).

For any suchψ , the Mellin transform

Mψ(s) :=
∫ ∞

0
xsψ(x)

dx

x
(29)

is quickly decreasing on vertical strips. The inversion is given by

ψ(x) = 1

2πi

∫
Res=σ

x−sMψ(s) ds(30)

for anyσ ∈ R. This impliesS(ψ) = 1
2πi

∫
Res=σ D(s)Mψ(s) ds for eachσ > τ .

Assumption iv) shows that we can transform this into

S(ψ) =
q∑

m=1

wmM(sm)+ 1

2πi

∫
Res=τ̃

D(s)Mψ(s) ds.(31)

The following choice of the test functionψ has examples in the work of
Iwaniec.ψ = ψX,Y depends on two large parametersX ≥ 10, Y ≥ 10. It
is an element ofC∞

c (0,∞) approximating the characteristic function of the
interval [0, X]. The auxiliary parameterY governs the steepness on the right.
Putµ := min(C). The properties ofψ = ψX,Y are

a) 0≤ ψ , ψ = 0 on[0, µ/2] and on[X +X/Y,∞), andψ = 1 on[µ,X].
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b) On[0, µ] the functionψX,Y does not depend onX andY .
c) On [X,∞) we takeψX,Y (X + x) := ω(Yx/X), whereω ∈ C∞(0,∞) is

a decreasing function, equal to 1 on a neighborhood of 0, and equal to 0 on
[1,∞).
This implies that|ψ(`)| � Y `X−` on [X,X +X/Y ].
We derive some estimates for the Mellin transform of this test function. For

all t ∈ R we have

|Mψ(τ̃ + it)| ≤
∫ X+X/Y

0
xτ̃
dx

x
�τ̃ X

τ̃ .(32)

For` ≥ 1, andσ > 0 we have∣∣Mψ(`)(σ + it)
∣∣ ≤

(∫ µ

0
+

∫ X+X/Y

X

)
xσ

∣∣ψ(`)(x)
∣∣ dx
x

�σ,` 1 + Y `X−`XσY−1 � 1 + Y `−1Xσ−`.

FromMψ(`)(s) = (s − 1) · · · (s − `)Mψ(s − `) we conclude that

|Mψ(τ̃ + it)| �τ̃ ,` Y
`−1Xτ̃ (1 + |t |)−`(33)

for each̀ ≥ 1.
We estimate the integral

1

2πi

∫
Res=τ̃

D(s)Mψ(s) ds

by using various bounds in the cases| Im s| ∈ [0,1], [1, Y ], and[Y,∞). From (32)
we obtain for the integral over[0,1] the boundXτ̃ . For [1, Y ] we use (33) with
` = 1 and find

∫ Y
1 X

τ̃ tk−1 dt � Xτ̃Y k. For the last interval we usè= L + 1
with L ∈ (k, k + 1]. This gives

∫ ∞
Y
YLXτ̃ tk−L−1 dt � Y kXτ̃ . Thus we obtain

1

2πi

∫
Res=τ̃

D(s)Mψ(s) ds � Xτ̃Y k.(34)

For Res = σ ∈ (τ̃ , τ ], we have the following estimate:

Mψ(s) =
∫ X

0
xs−1 dx +O(1)+O

(∫ X+X/Y

X

xσ−1 dx

)
= Xs

s
+O

(
1 +XσY−1

)
.

We apply this to the termswmM(sm) in (31), and obtain the final estimate of
S(ψ):

S(ψX,Y ) =
q∑

m=1

wm

sm
Xsm +O

(
Xτ̃Y k +XηY−1

)
,(35)



638 R.W. Bruggeman, R.J. Miatello, N.R. Wallach

where η := max1≤m≤q Resm. If there are no singularities, thenS(ψ) =
O

(
Xτ̃Y k

)
.

The problem left is to estimate the difference betweenS(ψX,Y ) andA(X).
Without the conditiona(c) ≥ 0, we do not see another way than to estimate the
difference trivially:

|A(X)− S(ψ)| ≤
∑

X<c≤X+X/Y
|a(c)|(36)

� Xσ
∑

X<c≤X+X/Y
|a(c)| c−σ = Xσ · o(1),

for anyσ > τ . As we do not have precise information ono(1), even the explicit
terms in (35) may be overwhelmed by the differenceA(X)− S(ψ).

Now we use the non-negativity in Assumption ii). The right-mostsm, says1,
coincides withτ . Henceη = τ in (35). We haveS(ψZ,Y ) ≤ A(X) ≤ S(ψX,Y ),
with Z = X/(1 + 1/Y ). We find

S(ψX,Y )− S(ψZ,Y )

=
q∑

m=1

wm

sm
Xsm

(
1 − (1 + 1

Y
)−sm

)
+O

(
Xτ̃Y k +XτY−1

)
= O

(
Xτ̃Y k +XτY−1

)
.

So the estimate ofS(ψX,Y ) in (35) is valid forA(X) as well. The choiceY =
X(τ−τ̃ )/(k+1) gives the assertion in the proposition. 2

Integrality assumptionIn the application of the present paper, it is improbable
that the elements ofC are integral. But in an arithmetic situation, one may obtain
better estimates than in (36), without the assumptiona(c) ≥ 0. We need infor-
mation on the spacing of thec ∈ C, and on the growth of thea(c). We give the
following result as an example.

Proposition 5.2. Suppose thatC = N in Assumption i), and thata(n) ∈ C,
a(n) = O(nτ−1), in Assumption ii). With these modifications, Assumptions i)–
iv) imply ∑

n<X

a(n) =
q∑

m=1

wm

sm
Xsm +O(Xb1) (X → ∞),

with b1 = max((kτ + τ̃ )/(k + 1), τ − 1).

Proof. We now have
∑

X<c≤X+X/Y |a(c)| � (1 +X/Y) (X +X/Y)τ−1, and
obtain instead of (36):

|A(X)− S(ψ)| � XτY−1 +Xτ−1.

We combine this with (35) to obtain the proposition. 2
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