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Introduction

In 1982, both Atiyah [Ati82] and Guillemin and Sternberg [GS82] independently proved
the celebrated convexity theorem. This describes the moment map image of a compact
and connected Hamiltonian torus-space as the convex hull of a certain finite set of points.
Two years later, Kirwan [Kir84] built upon their work and generalized it to Hamiltonian
actions of more general Lie groups. Throughout the years, these theorems have been a
great driving force for further research into moment maps, which has led to many sorts
of generalizations and analogues. In 1988, Mikami and Weinstein [MW88] developed the
more general framework of Hamiltonian actions by symplectic groupoids, which set the
stage for possible extensions and Poisson geometric explanations of the convexity theo-
rems. In a letter in 2000 [Wei00], Weinstein conjectured such extensions to hold for the
actions of proper symplectic groupoids. Six years later, Zung [Zun06] showed that mo-
ment maps of such actions enjoy certain a�nity properties and was hereby able to deduce
many existing convexity theorems. In particular, Zung showed the existence of an integral
a�ne structure on the orbit space of a proper symplectic groupoid. Crainic, Fernandes
and Mart́ınez Torres further researched and established the connection between proper
symplectic groupoids and the integral a�ne structure on their orbit space in [CFT16].

It is not the convexity property of the moment map, but rather its interplay with this
integral a�ne structure that is of main interest to us. More precisely, this thesis is con-
cerned with the classification of certain classes of moment maps in terms of this integral
a�ne structure. Such classifications already appear in the work of Duistermaat [Dui80]
and later in the work of Delzant [Del88]. Our main result is a generalization of these two
classification results.

Theorem (Main result). The toric T
⇤

-spaces over a fixed integral a�ne manifold (B,⇤)
are classified (up to isomorphism) by pairs (�, c), consisting of a Delzant submanifold
� ⇢ (B,⇤) and a class c 2 Ȟ1(�;L(T

⇤

)) in the first degree Čech cohomology of the sheaf
of Lagrangian sections of T

⇤

over �.

Let us provide a bit more insight into this statement. An integral a�ne structure ⇤ on B
is a smooth Lagrangian lattice in (T ⇤B,⌦can). Given such an integral a�ne structure ⇤
on B, there is a canonical torus bundle

T
⇤

= T ⇤B/⇤

over B and the canonical symplectic form on T ⇤B descends to a symplectic form ⌦
⇤

on T
⇤

. This turns T
⇤

into a type of proper symplectic groupoid, called a symplectic
torus bundle. Conversely, every symplectic torus bundle over B induces an integral a�ne
structure ⇤ on B and must be isomorphic to T

⇤

. The theorem is concerned with a certain
class of Hamiltonian T

⇤

-actions, which we call toric. Every such toric action comes with
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a moment map (S,!) ! B, the image of which is what we call a Delzant submanifold of
(B,⇤). Moreover, to every toric T

⇤

-space we can associate its Lagrangian Chern class

c 2 Ȟ1(�;L(T
⇤

)),

where � is the image of the moment map. Given a fixed Delzant submanifold � ⇢ (B,⇤),
this association induces a bijection between the set of isomorphism classes of toric T

⇤

-
spaces with moment image equal to �, and the set Ȟ1(�;L(T

⇤

)).

Duistermaat studied a class of moment maps called Lagrangian fibrations. They corre-
spond to the class of toric T

⇤

-spaces for which the moment map is a submersion and its
image is all of B, as follows. Under certain conditions on the fibers, such a fibration
(S,!)! B induces an integral a�ne structure ⇤ on B and comes with a free Hamiltonian
T
⇤

-action, with the Lagrangian fibration as moment map. In this way, such Lagrangian
fibrations can be interpreted as principal Hamiltonian T

⇤

-spaces, which are in particular
toric. For this class, the moment map image � is always the entire base B. So according
to our main result, the Lagrangian fibrations over B that induce a fixed integral a�ne
structure ⇤ on B should be classified by their Lagrangian Chern class. This was shown
by Duistermaat.

Delzant studied toric T -spaces, where T is a torus. This is a class of compact Hamilto-
nian T -spaces for which the moment image is not just a convex polytope, but a Delzant
polytope. This means that the edges that meet in each vertex are spanned by a Z-basis of
the weight lattice ⇤⇤

T in t⇤. Since the weight lattice is the integral a�ne structure on the
base t⇤, this could be interpreted as saying that the Delzant polytopes are those polytopes
which are optimally adapted to the integral a�ne structure on t⇤. The compact and con-
nected Delzant submanifolds of (t⇤,⇤⇤

T ) coincide with the Delzant polytopes. In contrast
to the Lagrangian fibrations, the moment image of a toric T -space will never be the entire
base t⇤ since it has to be compact. It is however always convex and therefore contractible.
This leads to the vanishing of the cohomology in our theorem and so, according to our
theorem, the toric T -spaces should be classified just by the Delzant polytopes in (t⇤,⇤⇤

T ).
This is precisely Delzant’s classification of toric T -spaces.

Our main theorem could therefore be seen as a unifying result, two extremes of which are
Duistermaat’s and Delzant’s classification theorems.

There are two papers which contain results that are very similar to our own. It should
be noted that we became aware of their existence only after proving this. First of all,
our main result has a great resemblance with that of the paper [Bou89] by Boucetta.
Although their approach is slightly di↵erent, it seems that the class of moment maps that
are classified there is very similar to ours. We however have yet to establish the precise
relationship. Our work shares even more similarity with that of Karshon and Lerman
[KL15]. Although their main result is strikingly similar to ours, there are some clear
di↵erences. On one hand, they define and classify a more general notion of toric T -spaces
than we do. On the other hand, we work in the more general setting of Hamiltonian torus
bundle actions, whereas Karshon and Lerman only consider torus actions. Therefore, none
of the two results implies the other and it would be interesting to see if their more general
notion of toric T -space can be extended to the setting of Hamiltonian torus bundle actions.
Although their paper was not known to us when discovering the main result, there were
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two previous papers of which Lerman was author and co-author ([Ler95], [LT97]) that did
serve as a great source of inspiration.

Organisation

The organisation of this thesis is as follows.

• In Chapter 1 we give an overview of the relevant theory on symplectic groupoids
and their Hamiltonian actions. In this chapter, many proofs are omitted.

• In Chapter 2 we discuss the relationship between symplectic torus bundles and in-
tegral a�ne structures.

• In Chapter 3 we prove a normal form for the moment map of a Hamiltonian T
⇤

-
space. We then use this normal form to show that such moment maps are locally
polyhedral.

• In Chapter 4 we have a brief intermezzo on stratifications and discuss the examples
that we will come across in Chapter 5.

• In Chapter 5 we use the results of Chapter 3 to prove our main result: the classifi-
cation of toric T

⇤

-spaces.

• In Chapter 6 we consider proper symplectic groupoids with smooth orbit spaces
and extend our results from Chapter 4 to Hamiltonian actions of such groupoids.
Moreover, we suggest a notion of toric G-space and show that for this notion the
moment image is a Delzant submanifold of the orbit space of the groupoid. We end
the chapter with a short outlook on which other results of Chapter 5 we hope to
generalize and which new features may play a role.

• In the Appendix we provide a proof of the Marle-Guillemin-Sternberg normal form
for Hamiltonian G-spaces. This is used in Chapter 3 to obtain a normal form for
the moment map of a Hamiltonian T

⇤

-space.
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Chapter 1

Moment maps and symmetries

This chapter serves as an introduction to main objects of study: symplectic groupoids and
their Hamiltonian actions. Moreover, it provides an overview of those of their properties
that will be relevant for the rest of this thesis. Although we do not give proofs of the
results in the first three sections, this overview should give the reader enough feeling for
the objects involved to be able to understand the rest of the text. Since we will consider
non-zero Poisson structures only in Chapter 6, the Poisson geometric part of this chapter
mainly provides a background and is not essential for most of the thesis.

1.1 Moment maps in Poisson geometry

1.1.1 Basic definition and examples in Poisson geometry

There are various ways to characterize a Poisson structure. In this section we will give an
overview of these. Proofs and further details can be found in [FM15] or [Vai94].

Poisson brackets and bi-vectors

Definition 1.1.1. A Poisson structure on a manifold M is Lie bracket on {·, ·} on
C1(M) that satisfies the Leibniz identity:

{fg, h} = f{g, h}+ {f, h}g, 8f, g, h 2 C1(M).

Alternatively, one can define a Poisson structure as a particular type of bivector

⇡ 2 �(⇤2TM).

To see this, recall that a k-derivation is a k-linear map

C1(M)⇥ ...⇥ C1(M)| {z }
k times

! C1(M)

that is a derivation in each argument. Given a skew-symmetric bi-derivation {·, ·} on M
we define its Jacobiator as the skew-symmetric tri-derivation on M , defined by:

Jac(f, g, h) = {f, {g, h}}+ {h, {f, g}}+ {g, {h, f}}, f, g, h 2 C1(M).

We can now reformulate the definition of a Poisson bracket: it is a skew-symmetric bi-
derivation whose Jacobiator vanishes. The vanishing of the Jacobiator is of course just the
Jacobi identity. The following allows us to rephrase this in terms of multi-vector fields.

5



1.1. MOMENT MAPS IN POISSON GEOMETRY

Lemma 1.1.2. Let M be a manifold. There is a bijective correspondence between k-vector
fields on M and skew-symmetric k-derivations on M , which associates to a k-vector field
✓ the skew-symmetric k-derivation given by

{f
1

, ..., fk} = ✓(df
1

, ..., dfk), fi 2 C1(M).

Now, given a bivector ⇡, we define {·, ·} to be the corresponding bi-derivation and we
define ⇥⇡ to be the tri-vector field on M corresponding to the Jacobiator of {·, ·}. This
leads to:

Proposition 1.1.3. Let M be a manifold. There is a bijective correspondence:
(
Bivectors ⇡ 2 ⇤2TM

satisfying ⇥⇡ = 0

)
 !

(
Poisson structures

{·, ·} on M

)

which associates to such a bivector ⇡ the bracket:

{f, g} = ⇡(df, dg), f, g 2 C1(M).

In light of this result, a bivector ⇡ on M for which ⇥⇡ = 0 is called a Poisson bivector.

The Lie algebroid of a Poisson manifold

Definition 1.1.4. A Lie algebroid over a manifold M is a triple (A, ⇢, [·, ·]) consisting
of a vector bundle A over M , a vector bundle map ⇢ : A ! TM called the anchor, and
a Lie bracket [·, ·] on the space of sections �(A), that satisfy the Leibniz identity:

[↵, f�] = f [↵,�] + (L⇢(↵)f)�, ↵,� 2 �(A), f 2 C1(M). (1.1)

A Poisson manifold (M,⇡) gives rise to a Lie algebroid structure on T ⇤M , as follows.

The anchor: Given a bilinear mapB : V⇥V ! R we can define a linear map B[ : V ! V ⇤

as B[(v)(w) = B(v, w). Applying this fiberwise to a bivector ⇡ 2 ⇤2TM and identifying
(T ⇤M)⇤ with TM canonically, we obtain a vector bundle map

⇡] : T ⇤M ! TM

determined by the fact that �(⇡](↵)) = ⇡(↵,�) for all ↵,� 2 T ⇤M . This is the anchor
map for T ⇤M .

The Lie bracket: We define the Lie bracket on T ⇤M as:

[↵,�]⇡ = L⇡](↵)� � L⇡](�)↵� d⇡(↵,�).

This is the unique bilinear, skew-symmetric map

⌦1(M)⇥ ⌦1(M)! ⌦1(M)

satisfying both the Leibniz identity (1.1) and

[df, dg]⇡ = d{f, g}⇡, 8f, g 2 C1(M).

6



CHAPTER 1. MOMENT MAPS AND SYMMETRIES

Proposition 1.1.5. The triple T ⇤
⇡M := (T ⇤M,⇡], [·, ·]⇡) is a Lie algebroid over M .

Let (A, ⇢, [·, ·]) be a Lie algebroid. For every x 2M the vector space gx := Ker(⇢x) admits
a Lie bracket defined by:

[↵x,�x]g
x

= [↵,�](x)

where ↵,� 2 �(A) are arbitrary extensions of ↵x,�x 2 Ker(⇢x).

Proposition 1.1.6. Let (A, ⇢, [·, ·]) be a Lie algebroid. Then:

a) The anchor map ⇢ induces a morphism of Lie algebras �(A) ! X (M) with respect
to the Lie bracket of vector fields on M .

b) The bracket [·, ·]g
x

defined above is a well-defined Lie bracket.

For a Poisson manifold (M,⇡), the Lie algebra (gx, [·, ·]g
x

) is called the isotropy Lie
algebra at x 2M . The reason for this will become apparent later.

The symplectic leaves of a Poisson manifold

Let (M,⇡) be a Poisson manifold. To any function f 2 C1(M) we associate a vector field

Xf := ⇡](df)

on M . This is called the Hamiltonian vector field of f (with respect to ⇡). The flow of
a Hamiltonian vector field Xf at time t is denoted by �t

f . One can define an equivalence
relation on M by:

x ⇠⇡ y () there are f
1

, ..., fk 2 C1(M) such that y = �1

f
k

� ... � �1

f1(x). (1.2)

Definition 1.1.7. The symplectic leaves of (M,⇡) are the equivalence classes of the
equivalence relation (1.2).

Theorem 1.1.8. The symplectic leaves of a Poisson manifold (M,⇡) are connected, initial
submanifolds of M . For every such leaf L, the tangent space of L at a point x is equal to
Im(⇡]x). Furthermore, each leaf L admits a symplectic structure !L determined by:

!L(⇡
]
x(↵),⇡

]
x(�)) = �⇡x(↵,�), ↵,� 2 T ⇤

xM, x 2M.

The partition {(L,!L)| L is a symplectic leaf of (M,⇡)} is called the symplectic folia-
tion of (M,⇡). The Poisson structure is fully determined by its symplectic foliation. The
following result provides a way to determine the symplectic leaves of a Poisson manifold,
once a sensible guess has been made.

Proposition 1.1.9. Let (M,⇡) be a Poisson manifold. Suppose that P is a partition of
M into connected, immersed submanifolds with the property that

TxP = Im(⇡]x)

for all x 2 P and P 2 P. Then P is the partition of M into symplectic leaves.

7



1.1. MOMENT MAPS IN POISSON GEOMETRY

Some standard examples

We end this section with some standard examples of Poisson manifolds.

Example 1.1.10. Every manifold M can be equipped with the zero-Poisson structure
⇡ = 0. The corresponding anchor map and Lie bracket on T ⇤M are both the zero ones.
The isotropy Lie algebras are the abelian Lie algebras T ⇤

xM and symplectic leaves of M
are just the points of M endowed with the zero-symplectic structure.

Example 1.1.11. Every symplectic manifold (M,!) admits a Poisson structure. In terms
of Poisson brackets it is given by

{f, g}! = �!(Xf , Xg), f, g 2 C1(M),

where Xf , Xg denote the Hamiltonian vector fields of f and g with respect to !. The

corresponding bivector ⇡! is determined by the fact that ⇡]! : T ⇤M ! TM is inverse to
![ : TM ! T ⇤M . Of course one could define a non-degenerate bivector ⇡! for a merely
non-degenerate two-form ! on M . However, the Koszul formula implies that

d!(Xf , Xg, Xh) = �Jac(f, g, h)

for all f, g, h 2 C1(M), so that ! is closed precisely if ⇡! is a Poisson bivector. This
implies that the mapping ! 7! ⇡! defines a bijection between the symplectic structures
and the non-degenerate Poisson structures on M . Note that the Hamiltonian vector fields
with respect to ! coincide with those for ⇡!. The anchor map ⇡]! : T ⇤M ! TM is an
isomorphism of Lie algebroids in this case. The isotropy Lie algebras are all trivial as
vector spaces and there is just one symplectic leaf, namely (M,!) itself.

Example 1.1.12. A Poisson structure {·, ·} on a real vector space V is called linear if the
subalgebra V ⇤ of C1(V ) is closed under the Poisson bracket. Linear Poisson structures
arise in the following way. Given a Lie algebra (g, [·, ·]g), we can define a linear Poisson
structure on g⇤, given by

{f, g}(↵) = h↵, [df↵, dg↵]gi, f, g 2 C1(g⇤),↵ 2 g⇤.

Here we consider df↵ and dg↵ as element of g via the canonical isomorphisms T ⇤
↵g

⇤ ⇠=
(g⇤)⇤ ⇠= g. One can show that this defines a bijection between Lie algebras and linear
Poisson manifolds. Under these same isomorphisms we have that T ⇤g⇤ ⇠= g⇤ ⇥ g and
�(T ⇤g⇤) ⇠= C1(g⇤; g). The anchor map at ↵ 2 g⇤ is:

⇡]↵ : g! g⇤, v 7! ad⇤v(↵) = h↵, [v, ·]gi

and the Lie bracket on C1(g⇤; g) is determined by the fact that

[f, g](↵) = [f(↵), g(↵)]g

for all ↵ 2 g⇤ and all constant functions f, g : g⇤ ! g. The isotropy Lie algebra at ↵ 2 g⇤

is the Lie subalgebra:
g↵ = {v 2 g| ad⇤v(↵) = 0}

of (g, [·, ·]g). Given any connected Lie group G that integrates g, the symplectic leaves of
g⇤ are the orbits of the coadjoint action of G on g⇤. These are endowed with the so-called
KKS-symplectic form.

8



CHAPTER 1. MOMENT MAPS AND SYMMETRIES

1.1.2 Moment maps

Infinitesimal symmetry

In this section we introduce the main objects of study in this thesis: moment maps. The
omitted proofs in this section are rather straightforward.

We first need the notion of a Poisson map.

Definition 1.1.13. Let (M, {·, ·}M ) and (N, {·, ·}N ) be two Poisson manifolds. A map
' : M ! N is a Poisson map if:

{f � ', g � '}M = {f, g}N � '

for all f, g 2 C1(N).

A more practical characterization can be given in terms of the anchor maps.

Proposition 1.1.14. Let (M,⇡M ) and (N,⇡N ) be two Poisson manifolds. A map ' :
M ! N is a Poisson map if and only if the diagram:

T ⇤
mM TmM

T ⇤
'(m)

N T'(m)

N

⇡]
M

d'd'⇤

⇡]
N

commutes for all m 2M .

Definition 1.1.15. Let (M,⇡) be a Poisson manifold. An (M,⇡)-valued moment map
is a Poisson map µ : (S,!) ! (M,⇡) from a symplectic manifold into (M,⇡). Often we
will just call µ a moment map and omit the adjective (M,⇡)-valued.

The reader familiar with classical mechanics will undoubtedly have heard of Noether’s
principle: symmetries correspond to conserved quantities. Moment maps are the math-
ematical incarnation of conserved quantities. From this viewpoint, Noether’s principle
dictates that there is a symmetry associated to a moment map. At least infinitesimally
this symmetry is present: it is the canonical action of the Lie algebroid associated to
(M,⇡). Let us make this precise.

Definition 1.1.16. Let (A, ⇢, [·, ·]) be a Lie algebroid. A Lie algebroid action of A
along a map µ : S ! M is a vector bundle map a : µ⇤A ! TS that induces a morphism
of Lie algebras A! X (S) and makes the diagram

Aµ(p) TpS

Tµ(p)M

a
p

⇢
µ(p) dµ

p

commute for every p 2 S.

The following can be interpreted as Noether’s principle for infinitesimal symmetries.

9



1.1. MOMENT MAPS IN POISSON GEOMETRY

Proposition 1.1.17. Let (M,⇡) be a Poisson manifold, (S,!) a symplectic manifold and
µ : S !M a map. The vector bundle map a : µ⇤(T ⇤M)! TS determined by:

◆a
p

(↵)! = dµ⇤
p(↵), ↵ 2 T ⇤

µ(p)M,

defines a Lie algebroid action of T ⇤
⇡M along µ if and only if µ is a Poisson map.

Given a Lie algebroid (A, ⇢, [·, ·]) and a Lie algebroid action of A along a map µ : S !M ,
we define the isotropy Lie algebra of the action at p

gp := Ker(ap) ⇢ T ⇤
µ(p)M

with Lie bracket given by:

[↵µ(p),�µ(p)]g
p

= [↵,�](µ(p)),

where ↵,� 2 �(A) are arbitrary extensions of ↵µ(p),�µ(p). One can show that this is well-
defined directly. Alternatively, one can endow �(µ⇤A) with a Lie bracket that turns µ⇤A
into a Lie algebroid over S with anchor map a, and apply Proposition 1.1.6.

Given a moment map µ, there are two related singular distributions on S:

Fµ := Ker(dµ) and F!
µ = {(p, v) 2 TS| !p(v, w) = 0, 8 w 2 (Fµ)p}.

The following basic observations are crucial in the study of moment maps.

Proposition 1.1.18. Let µ : (S,!)! (M,⇡) be a moment map and p 2 S. Then:

a) gp is a Lie subalgebra of gµ(p).

b) Im(ap) = (F!
µ )p.

c) ap(gµ(p)) = (Fµ)p \ (F!
µ )p.

d) Im(⇡]µ(p)) = dµp((F!
µ )p).

e) gp = Im(dµp)0.

These equalities can be captured by the following commutative diagram

gp gµ(p) (Fµ)p \ (F!
µ )p 0

gp T ⇤
µ(p)M (F!

µ )p 0

Tµ(p)M

a
p

a
p

⇡]
µ(p)

dµ
p

in which the rows and the sequences that strictly decrease in height are exact.

Corollary 1.1.19. Let µ : (S,!) ! (M,⇡) be a moment map. If µ is a submersion at
p 2 S, then ap is injective and

dim(S) � 2dim(M)� rk(⇡µ(p)),

with equality precisely if (Fµ)p ⇢ (F!
µ )p.

10
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Proof. If µ is a submersion at p, then we have

dim(S) = dim((Fµ)p) + dim(M),

and by part e of the previous proposition it follows that ap is injective. By part c this
implies that

dim(gµ(p)) = dim((Fµ)p \ (Fµ)
!
p )

 dim((Fµ)p)

and equality holds precisely if (Fµ)p \ (F!
µ )p = (Fµ)p, or equivalently, if (Fµ)p ⇢ (F!)p.

Hence the statement follows, because

dim(gµ(p)) = dim(M)� rk(⇡µ(p)).

Some particular classes of moment maps

We end this section by defining a few classes of moment maps. Thus far, we have intro-
duced moment maps in the way that they arise in symplectic geometry. However, one
could as well study Poisson maps (S,!) ! (M,⇡) with the aim of studying the Poisson
structure on the base space. The non-weak versions of the following classes of moment
maps arise as such in Poisson geometry, whereas the weak versions arise more naturally
from the starting point of symplectic geometry.

Definition 1.1.20. Let (M,⇡) be a Poisson manifold. A (weak) symplectic realization
of (M,⇡) is a Poisson map µ : (S,!) ! (M,⇡) which is a surjective submersion (on a
dense subset). A (weak) isotropic realization of (M,⇡) is a (weak) symplectic realization
(S,!)! (M,⇡) for which ⇡ is regular and

dim(S) = 2dim(M)� rk(⇡).

The name isotropic realization stems from the following consequence of Corollary 1.1.19.

Proposition 1.1.21. The fibers of an isotropic realization are isotropic.

A particular subclass that we will study more extensively is that of the Lagrangian fibra-
tions.

Definition 1.1.22. A Lagrangian fibration is a surjective submersion µ : (S,!) ! B
the fibers of which are Lagrangian submanifolds.

Proposition 1.1.23. Lagrangian fibrations are the same thing as isotropic realizations of
the zero-Poisson structure.

Proof. Let µ : (S,!) ! (B, 0) be an isotropic realization. Then the fibers of µ have
dimension

dim(S)� dim(B) =
1

2
dim(S)

and they are isotropic due to the previous proposition. On the other hand, suppose that
µ : (S,!) ! B is a Lagrangian fibration. Part b of Proposition 1.1.18 holds even if µ is
not a Poisson map, and so we find that Im(ap) = (Fµ)p for all p 2 S since the fibers of µ

11
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are Lagrangian. Therefore dµp � ap = 0, so that µ is a Poisson map into the zero-Poisson
structure. Furthermore, we have

dim(S)� dim(B) = rk(Fµ) =
1

2
dim(S),

because the fibers of µ are Lagrangian. Hence dim(S) = 2dim(B) and so µ is an isotropic
realization of (B, 0).

1.2 Lie groupoids

In the previous section we have defined Lie algebroids and their actions, which generalize
the notion of Lie algebras and their actions. In this section we will introduce the objects
that generalize Lie groups and integrate Lie algebroids. These are called Lie groupoids.

1.2.1 Definition and examples of Lie groupoids

Definition 1.2.1. A groupoid is a small category, all arrows of which are invertible.

Although this definition is nice and compact, in practice one should think about a groupoid
as follows. A groupoid G ◆ M consists of a set of arrows G, a set of objects M and a
collection of structure maps {s, t,m, u, i}. More elaborately, one thinks of an element

g 2 G as an arrow y
g � x starting at the source s(g) := x of g and ending at the target

t(g) := y of g. This defines the source and target maps s, t : G ! M . In contrast with
groups, not every pair of arrows can be composed. A pair of arrows (g, h) is composable
precisely if g starts where h ends. That is, if

(g, h) 2 G
(2)

:= {(g, h) 2 G ⇥ G| s(g) = t(h)}.

In this case, we write gh for their composition, which we require to start at s(h) and end
at t(g). We thus have a multiplication map m : G

(2)

! G given by m(g, h) = gh. The
multiplication is required to be associative:

f(gh) = (fg)h

whenever s(f) = t(g) and s(g) = t(h). Another di↵erence between groups and groupoids
are their unit elements: whereas a group has a single unit, a groupoid has a unit element
for every element of M . That is, for every x 2M there is a (necessarily unique) arrow 1x
starting and ending at x, with the property that:

g1x = g and 1xh = h

for all g 2 s�1(x) and h 2 t�1(x). Thus there is an injection u : M ! G given by
u(x) = 1x, called the unit map. For this reason, M is also called the space of units.
Finally, every element g 2 G must have an inverse g�1 2 G. That is, given an arrow

y
g � x there is a (necessarily unique) arrow x

g�1

 �� y such that:

gg�1 = 1y and g�1g = 1x.

This gives rise to the inversion map i : G ! G given by i(g) = g�1.

12
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Remark 1. The structure maps satisfy the following relations: i � i = IdG , s � i = t and
s � u = IdM . Therefore i is a bijection, and s and t are surjections and (as remarked
before) u is injective.

A groupoid G ◆ M comes with more intrinsic structure. The subset of arrows that start
and end at x 2M is a group:

Gx := s�1(x) \ t�1(x)

called the isotropy group at x. Furthermore, the groupoid comes with an equivalence
relation on M defined by:

x ⇠ y () there is a g 2 G such that s(g) = x and t(g) = y.

The equivalence classes are called the orbits of G. Explicitly, the orbit Ox through x 2M
is given by t(s�1(x)). The orbit space M/G is the set of orbits.

Definition 1.2.2. A Lie groupoid is a groupoid for which both the space of arrows and
the space of objects are smooth manifolds. Moreover, the source map is required to be a
smooth submersion and the other structure maps are required to be smooth.

Note here that if the source map is a submersion, then G
(2)

is a submanifold of G ⇥ G and
so it makes sense to require the multiplication map to be smooth.

Convention 1. Throughout the literature, the space of arrows of a Lie groupoid is usually
not assumed to be Hausdor↵; only the source and target fibers are. For the purposes of
this text it is however not necessary to consider such Lie groupoids and we will therefore
take as convention that the space of arrows of a Lie groupoid is Hausdor↵, unless explicitly
stated otherwise.

Proposition 1.2.3. Let G ◆ M be a Lie groupoid. Then the following hold:

a) The unit map is an embedding, the inversion map is a di↵eomorphism and the target
map is a submersion.

b) The isotropy groups are submanifolds of G and hence they are Lie groups.

c) For every x 2M , the orbit Ox admits a unique smooth structure such that

t : s�1(x)! Ox

is a right principal Gx-bundle. As such, each orbit is an initial submanifold of M .

The proof of part b hinges on the fact that t : s�1(x)!M has constant rank. A full proof
can be found in [MM03].

Definition 1.2.4. We say that a Lie groupoid G ◆ M is:

• proper if (s, t) : G !M ⇥M is a proper map (that is, pre-images of compacts are
again compact),

• s-connected if it source-fibers are connected,

13
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• s-1-connected if its source-fibers are connected and simply-connected.

The following is not di�cult to prove.

Proposition 1.2.5. Let G ◆ M is a proper Lie groupoid. Then the following hold:

a) The isotropy groups of G are compact.

b) The orbits of G are closed submanifolds of M .

c) The orbit space of G is Hausdor↵, locally compact and second countable.

This goes to show that proper Lie groupoids have considerably better properties than
general Lie groupoids. Let us turn to some examples.

Example 1.2.6. A Lie group G is a Lie groupoid over a point. It is proper if and only if
G is compact, and it is s-connected precisely if G is connected.

Example 1.2.7. Another example is the fundamental groupoid ⇧(X) ◆ X of a topolog-
ical space X. Its arrows are path-homotopy classes (with fixed end-points) in X. Given
a path � in X, the source of [�] is the starting point of the path �, the target is the
end point of � and the multiplication is defined by concatenation of paths. The units
are the path-homotopy classes of constant paths and inversion is the usual inversion of
path-homotopy classes. The isotropy group at x 2 X is the fundamental group ⇡

1

(X,x)
and orbit through x is the path-component of X through x. If X is a manifold, then ⇧(X)
can be given the structure of a Lie groupoid.

Example 1.2.8. Let M be a G-space, that is, M is a manifold equipped with a smooth
action of a Lie group G. Then G ⇥M is the space of arrows for a Lie groupoid G nM
over M , called the action groupoid. The structure maps are given by:

s(g,m) = m,

t(g,m) = g ·m,

m((g, h ·m), (h,m)) = (gh ·m,m),

u(m) = (e,m),

i(g,m) = (g�1, g ·m).

The isotropy group and the orbit at a point m 2M are just the usual isotropy group Gm

and orbit Om of the action. The action groupoid is proper precisely if the action of G on
M is proper and it is s-connected precisely if G is connected.

Example 1.2.9. A bundle of Lie groups is a Lie groupoid for which s = t. For instance,
a vector bundle E !M is bundle of Lie groups with the source and target map the bundle
projection, multiplication given by fiberwise addition, the unit map being the zero-section
and the inversion being fiberwise scalar multiplication by �1. A torus bundle is a bundle
of Lie groups for which the isotropy groups are all compact, abelian and connected. In
general, the isotropy Lie groups of a bundle of Lie groups are the source-fibers and the
orbits are the points in M . Obviously, vector bundles are not proper. On the other hand,
torus bundles are proper since their source-map is proper, by a general result in di↵erential
geometry that asserts that a surjective submersion with compact and connected fibers is
proper.

14
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1.2.2 The Lie algebroid of a Lie groupoid

We will now show that Lie groupoids integrate Lie algebroids. That is, there is a functor
from the category of Lie groupoids to that of Lie algebroids. For a more extensive account
of the construction discussed in this section, see [CF11].

To construct this functor one mimicks the construction for Lie groups, as follows. Let
G ◆ M be a Lie groupoid. We define AG !M to be the vector bundle u⇤(Kerds). That
is, its fiber over x 2 M is Ker(ds

1

x

) or, in other words, it is the tangent space to s�1(x)
at 1x. The anchor map ⇢ : AG ! TM is given by ⇢x(v) = dt

1

x

(v). The Lie bracket on AG
is induced by the Lie bracket of vector fields on TG, by means of right-invariant vector
fields. On a Lie groupoid, right translation by an arrow y

g � x is defined only as a map
Rg : s�1(y) ! s�1(x). A right invariant vector field is a vector field X 2 X (G) that is
tangent to the s-fibers and satisfies:

(dRg)h(Xh) = Xhg

for all h 2 s�1(t(g)) and g 2 G. The linear subspace XR(G) of right-invariant vector fields
on G is isomorphic to �(AG). Explicitly, the isomorphism �(AG) ! XR(G) is given by
↵ 7! ↵R, where ↵R is the right-invariant vector field defined by ↵R

g = dRg(↵(t(g))). We

now transport the Lie bracket of vector fields on the Lie subalgebre XR(G) of X (G) to
�(AG) via this isomorphism. Explicitly:

[↵,�](x) = [↵R,�R]X (G)(1x).

We denote the triple (AG , ⇢, [·, ·]) defined in this way by Lie(G).

To define the rest of the functor, we should first say what morphisms of Lie groupoids and
Lie algebroids are. For Lie groupoids this is the obvious choice: given two Lie groupoids
G ◆ M and H ◆ N a morphism of Lie groupoids is a pair (�,') of smooth maps
� : G ! H and ' : M ! N which is compatible with all structure maps. The compatibil-
ity can be rephrased as saying that (�,') defines a functor from the category (G,M) to
(H, N). If M = N and ' = idM we say that � is a morphism of groupoids over M .

The notion of morphism of Lie algebroids is considerably less obvious if M 6= N . Since
we will not really need this case in the rest of this thesis we will only give it in the case
M = N and ' = idM . A morphism of Lie algebroids A! B over M is a vector bundle
map covering the identity, which intertwines the anchor maps and induces a morphism of
Lie algebras on the spaces of sections.

Now, given a morphism of groupoids (�,') : G ! H we define Lie(�) to be the vector
bundle map AG ! AH covering ', given by Lie(�)(x, v) = d�

1

x

(v). This is well-defined
because sH � � = ' � sG .
Proposition 1.2.10. “Lie” defines a functor from the category of Lie groupoids to that
of Lie algebroids.

A proof of this can be found in [Mac05]. By comparing the constructions of Lie algebras1

from Lie groups and Lie algebroids from Lie groupoids, one obtains:

1Here we define the Lie algebra of a Lie group by means of right-invariant vector fields, instead of
left-invariant ones which are more commonly used for Lie groups. The resulting di↵erence for the Lie
bracket is a minus sign.
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Proposition 1.2.11. The isotropy Lie algebra of Lie(G) at x 2 M is the Lie algebra of
the isotropy group Gx.

1.2.3 Lie groupoid actions

As for Lie groups, one can define the notion of an action of a Lie groupoid G ◆ M on a
manifold S. However, one bit of additional data is needed: a moment map µ : S !M .

Definition 1.2.12. A (left) action of a Lie groupoid G ◆ M along a smooth map
µ : S !M consists of a smooth map

m : G ⇥s µ S ! S, (g, p) 7! g · p,

with the property that:

a) µ(g · p) = t(g) if s(g) = µ(p).

b) g · (h · p) = (gh) · p if s(g) = t(h) and s(h) = µ(p).

c) 1µ(p) · p = p for all p 2 S.

The map µ is called the moment map of the action.

For the sake of overview, we will sometimes depict a Lie groupoid action as:

G

M

S

µ

We realise that at this point the terminology conflicts with our earlier definition of moment
map. However, as soon as we restrict our attention to Hamiltonian actions of symplectic
groupoids (from Section 1.4 onwards), the two notions will coincide.

An action of a Lie groupoid can be encoded by a Lie groupoid over S (just as a Lie group
action can be encoded by a Lie groupoid). The space of arrows is G ⇥s µS, and the structure
maps are defined by the same formulas that we used to define the action groupoid of a
Lie group action in Example 1.2.8. This is called the action groupoid of a Lie groupoid
action and denoted G n S. We define the isotropy group at p of a groupoid action to be
the isotropy group of the action groupoid. Strictly speaking, it is a Lie group of the form
Gp ⇥ {p}, but we will always consider it to be just the closed Lie subgroup:

Gp = {g 2 Gµ(p)| g · p = p} ⇢ Gµ(p).

The orbits of the action are by definition the orbits of the action groupoid. Explicitly,
they are:

Op = {g · p 2 S| s(g) = µ(p)}.
An action of a Lie groupoid induces an action of its Lie algebroid A := Lie(G), as follows.
Its Lie algebroid acts along µ : S !M via the vector bundle map

a : µ⇤(AG)! TS, ap = d(mp)1
µ(p)

, (1.3)

where mp : s�1(µ(p))! S is given by mp(g) = g · p.
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Proposition 1.2.13. This defines a Lie algebroid action of A along µ : S ! M . More-
over, the isotropy Lie algebra of this Lie algebroid action at p 2 S is the Lie algebra of
Gp.

Finally, we note that:

Proposition 1.2.14. Let G ◆ M be an s-connected Lie groupoid and suppose that A =
Lie(G) acts along a map µ : S !M . Then there is at most one Lie groupoid action of G
on µ : S !M for which the given action of A coincides with (1.3).

The proofs of the previous two propositions are rather straightforward exercises.

Principal G-bundles

As for Lie group actions, we have a notion of proper and free Lie groupoid actions.

Definition 1.2.15. The action of a Lie groupoid G along a map µ : S ! M is free at
p 2 S if Gp is trivial. It is free if it is so at every p 2 S. Secondly, the action is proper if
the action groupoid G n S is proper.

Remark 2. If a Lie groupoid G ◆ M is proper, then any action of G is proper as well.
This generalizes the fact that compact Lie groups act properly.

Definition 1.2.16. Given an equivalence relation R on a manifold M , we say that M/R
is smooth if it is Hausdor↵, second-countable and it admits a (necessarily unique) smooth
structure for which the canonical projection M !M/R is a submersion.

The following generalizes a well-known result for proper and free Lie group actions.

Theorem 1.2.17. The orbit space of a free and proper Lie groupoid action is smooth.

To prove this, one can use a general result on smoothness of quotients of manifolds.

Theorem 1.2.18 (Godement, [Ser06, Thm 2, pg 92] ). Let M be a manifold and R an
equivalence relation on M . Then M/R is smooth if and only if R is a closed submanifold
of M ⇥M and pr

2

: R!M is a submersion.

Although the book we refer to treats analytic manifolds, the proof given there works for
smooth manifolds as well. Using this, Theorem 1.2.17 follow from the fact that the map

(m, pr
2

) : G ⇥s µ S ! S ⇥ S

is a proper embedding if the action is proper and free, and its image is the orbit equiva-
lence relation R ⇢ S ⇥ S.

We end this section with the notion of a principal G-bundle.

Definition 1.2.19. A (left) principal G-bundle consists of a left action of a Lie groupoid
G ◆ M along a map µ : P ! M , and a surjective submersion ⇡ : P ! B such that the
map:

(m, pr
2

) : G ⇥s µ P ! P ⇥⇡ ⇡ P

is a well-defined di↵eomorphism.
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Equivalently, one can require that the action is free and the fibers of ⇡ coincide with the
orbits of the action. As for principal G-bundles, it holds that B is di↵eomorphic to the
orbit space of the G-action. For the sake of overview, we will sometimes depict a principal
G-bundle as:

G

M

P

B

µ ⇡

1.2.4 Normal subgroupoids and short exact sequences

Normal subgroupoids are those subgroupoids by which one can take quotients to obtain
another Lie groupoid. As we will show, these correspond to short exact sequences of Lie
groupoids.

Let G ◆ M be a Lie groupoid.

Definition 1.2.20. By a Lie subgroupoid of G we mean a pair (K, j) consisting of a
Lie groupoid K ◆ N and a morphism of Lie groupoids j : K ! G which is an injective
immersion. A Lie subgroupoid is called:

• wide if N = M ,

• embedded if j is an embedding,

• closed if j(K) is closed in G.

Remark 3. If K ⇢ G and we do not mention the map j, then we take j to be the inclusion
of sets.

Definition 1.2.21. A normal Lie subgroupoid (K, j) of G is a Lie subgroupoid with the
following properties:

• it is closed, embedded and wide,

• the source and target map of K coincide,

• for every g 2 G:
gj(Kx)g

�1 ⇢ j(Ky),

where x = s(g) and y = t(g).

Normal Lie subgroupoids arise as follows.

Proposition 1.2.22. Let q : G ! H be a surjective and submersive morphism of Lie
groupoids over M . Then

Ker(q) := {g 2 G| q(g) = 1x for some x 2M}

is a normal Lie subgroupoid of G.

This gives a relationship between normal Lie subgroupoids and short exact sequences of
Lie groupoids.

18
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Definition 1.2.23. A short exact sequence of Lie groupoids over a manifold M ,
depicted by

1! K! G ! H! 1,

is a sequence of morphisms of Lie groupoids over M , where K ! G is required to be an
embedding with image equal to Ker(G ! H) and G ! H is required to be a surjective
submersion.

The following results, which are readily verified, complete the relationship between normal
Lie subgroupoids and short exact sequences. On one hand, we have:

Proposition 1.2.24. Let (K, j) be a normal Lie subgroupoid of G. Then it acts on G in
a free and proper way along s : G ! M by h · g = gj(h�1). Consequently, G/K admits a
unique Lie groupoid structure for which the sequence of Lie groupoids over M :

1! K j�! G ! G/K! 1

is short exact.

Conversely, we have:

Proposition 1.2.25. Suppose that a Lie groupoid K fits into a short exact sequence

1! K j�! G q�! H! 1

of Lie groupoids over M . Then (K, j) is a normal Lie subgroupoid of G, j is an isomor-
phism of Lie groupoids K ! Ker(q) and q : G ! H descends to an isomorphism of Lie
groupoids G/K! H.

1.2.5 Basic forms on Lie groupoids

We now give the notion of basic di↵erential forms for Lie groupoids G ◆ M , as in [PPT14].
A more detailed discussion than the one given here can be found in [Yud16] (although the
discussion there is about action groupoids of Lie groupoid actions, instead of general Lie
groupoids, the ideas are the same). A basic di↵erential form on the base M should:

• generalize the classical notion in the case of the action groupoid of a Lie group action;

• coincide with the usual smooth di↵erential forms on M/G under pull-back by the
orbit projection ⇡ : M !M/G, in case the orbit space is smooth.

Although there is a very short and algebraic definition, let us first give the more geometric
but longer one.

Definition 1.2.26. Let G ◆ M be a Lie groupoid. We say that ↵ 2 ⌦k(M) is horizontal
if ◆⇢(X)

↵ = 0 for each X 2 �(AG), where ⇢ is the anchor map of Lie(G).

For horizontal forms there is a notion of G-invariance. This uses the normal bundle

NO :=
TM |O
TO
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to an orbit O of G. The normal bundle to O admits a canonical smooth GO-action along
µ : NO ! O, (x, [v]) 7! x, where GO denotes the Lie subgroupoid s�1(O) of G and the
action is given by:

g · (s(g), [v]) = (t(g), [dtg(v0)]), v
0

2 ds�1

g (v).

That this is well-defined follows from the fact that

Ts(g)O = dsg(Ker(dtg)) and Tt(g)O = dtg(Ker(dsg))

for each g 2 G. We denote by

mO
g : (NO)s(g) ! (NO)t(g)

the multiplication by a fixed g 2 GO. It is this GO-action that allows us to generalize
the notion of G-invariance for horizontal forms. Indeed, horizontality of ↵ 2 ⌦k(M) is
equivalent to asking that ↵ vanishes if one of its input vectors is tangent to an orbit.
Therefore every horizontal ↵ 2 ⌦k(M) descends to a section ↵ 2 �(⇤k(NO)⇤) for each
orbit O in M , and we can define:

Definition 1.2.27. Let G ◆ M be a Lie groupoid. We call ↵ 2 ⌦k(M) basic if it is
horizontal and G-invariant, where by the latter we mean that:

↵t(g) �mO
g = ↵s(g)

for every g 2 GO and every orbit O. We denote the set of basic k-forms by ⌦k
bas(M).

This notion of basic forms indeed generalizes the old notion of basic forms for Lie group
actions and by the same type of proof as for Lie group actions we have:

Proposition 1.2.28. Let G ◆ M be a Lie groupoid and suppose that M/G is smooth
(in the sense of Definition 1.2.16). Then the pull-back by ⇡ induces an isomorphism of
cochain-complexes:

⇡⇤ : ⌦•(M/G)! ⌦•
bas(M)

The following equivalent algebraic condition used in [Wat13] and [Yud16] will turn out to
be useful.

Proposition 1.2.29. A di↵erential form ↵ 2 ⌦k(M) on the base of a Lie groupoid G ◆ M
is basic if and only if s⇤↵ = t⇤↵.

The proof is straightforward.

1.3 Symplectic groupoids

In this section we introduce the notion of symplectic groupoid. For proofs and more de-
tails, the reader can for instance see [MW88].

As we have seen, every Lie groupoid gives rise to a Lie algebroid via the Lie functor. If
Lie(G) is isomorphic to a given Lie algebroid A over the space of units M , then we say
that G integrates A.
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Remark 4 (Integrability of Lie algebroids). Lie’s third theorem asserts that every Lie
algebra is the Lie algebra of a 1-connected Lie group, which is unique up to isomorphism.
The analog for Lie algebroids is only partly true: even if we allow for Lie groupoids for
which the space of arrows is non-Hausdor↵, not every Lie algebroid is integrated by a Lie
groupoid. However, if a Lie algebroid is integrable, then there is an s-1-connected Lie
groupoid integrating it and this one is unique up to isomorphism. The problem of when
a Lie algebroid is integrated by a (possibly non-Hausdor↵) Lie groupoid was solved in
[CF03].

From the viewpoint of Poisson geometry, the question arises: which s-1-connected Lie
groupoids integrate the Lie algebroids coming from a Poisson structure? These turn out
to be the ones that are symplectic groupoids.

Definition 1.3.1. A symplectic groupoid is pair (G,⌦) consisting of a Lie groupoid
G ◆ M and a symplectic form ⌦ on G which satisfies the multiplicativity condition:

m⇤⌦ = pr⇤
1

⌦+ pr⇤
2

⌦

where m, pr
1

, pr
2

: G
2

! G denote the groupoid multiplication and the two projections.
An isomorphism of symplectic groupoids is an isomorphism of Lie groupoids which
is a symplectomorphism as well.

Theorem 1.3.2. Let (G,⌦) ◆ M be a symplectic groupoid. Then the following hold.

a) The unit u : M ! G embeds M as a Lagrangian submanifold of G. In particular,

dim(G) = 2dim(M).

b) The inversion ◆ : G ! G is anti-symplectic: ◆⇤⌦ = �⌦.

c) The tangent spaces of the source and target fibers are symplectically orthogonal:

Ker(dsg) = Ker(dtg)
⌦, 8g 2 G.

d) There is a unique Poisson structure ⇡ on M such that t : (G,⌦) ! (M,⇡) is a
Poisson map. Moreover, s : (G,⌦)! (M,⇡) is anti-Poisson.

The coming theorem says that a symplectic groupoid integrates the Lie algebroid of the
Poisson structure that it induces on its space of objects.

Theorem 1.3.3. Let (G,⌦) ◆ M be a symplectic groupoid and ⇡ the induced Poisson
structure on M . Then the map

T ⇤
⇡M ! Lie(G), (x,↵) 7! ⌦]

1

x

((dt
1

x

)⇤↵)

is an isomorphism of Lie algebroids over M . Consequently, for each x 2M :

a) This restricts to an isomorphism between the isotropy Lie algebra of T ⇤
⇡M at x and

the Lie algebra gx of Gx.

b) We have Im(⇡]x) = TxO and so, if the orbits of G are connected, then the symplectic
leaves of (M,⇡) coincide with the orbits of G.
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We say that a Poisson manifold (M,⇡) is integrated by a symplectic groupoid (G,⌦) ◆ M
if it induces the Poisson structure ⇡ on M . It turns out that (M,⇡) is integrated by
some symplectic groupoid if and only if the Lie algebroid T ⇤

⇡M is integrated by some Lie
groupoid. In this case we call (M,⇡) integrable and there is a unique (up to isomor-
phism) s-1-connected symplectic groupoid that integrates both (M,⇡) and T ⇤

⇡M . This is
called the Weinstein groupoid of (M,⇡).

In the rest of this thesis we will study moment maps into Poisson manifolds that admit a
proper integration.

Definition 1.3.4. A proper integration of a Poisson manifold (M,⇡) is a proper, s-
connected symplectic groupoid (G,⌦) ◆ M that induces the Poisson structure ⇡ on M .

Example 1.3.5. The cotangent bundle (T ⇤M,⌦can = d�can), considered as a bundle of
abelian Lie groups overM , is the Weinstein groupoid of (M, 0). The canonical isomorphism
of Lie algebroids T ⇤M ! Lie(T ⇤M) is in this case just given by:

(b,↵) 7! d

dt

����
t=0

(b, t↵).

The groupoid T ⇤M is not proper. In the coming chapter we will answer the question of
when a Poisson manifold with the zero-Poisson structure admits a proper integration.

Example 1.3.6. Let g be a Lie algebra and G a Lie group integrating g. The cotangent
bundle (T ⇤G,�⌦can) is a symplectic groupoid integrating the linear Poisson manifold g⇤.
To see this, we observe the following. Being the cotangent bundle of a Lie group, it admits
a global bundle trivialization:

' : G⇥ g⇤ ! T ⇤G, (g,↵) 7! ↵ � (dLg�1)g.

This provides G⇥ g⇤ with a symplectic structure which we still denote by �⌦can. Recall
that the left-invariant Maurer-Cartan form ⇥ 2 ⌦1(G; g) of a Lie group G is defined as:

⇥g(v) = (dLg�1)g(v), g 2 G, v 2 TgG.

The symplectic form �⌦can on G⇥ g⇤ can be expressed as:

�⌦can
(g,↵)((v,�), (v

0,�0)) = �h↵, [⇥g(v),⇥g(v
0)]gi+ h�0,⇥g(v)i � h�,⇥g(v

0)i. (1.4)

where (v,�), (v0,�0) 2 T
(g,↵)(G ⇥ g⇤) = TgG ⇥ g⇤. If we consider G n g⇤ as the action

groupoid of the coadjoint action of G on g⇤, then (G⇥g⇤,�⌦can) is a symplectic groupoid.
It follows from the above formula for �⌦can that the target map is a Poisson map into g⇤

with the linear Poisson structure defined in Example 1.1.12. This is a proper integration
precisely if the coadjoint action is proper and G is connected. In particular, it is so if G
is compact and connected.

1.4 Hamiltonian G-spaces
In this section we introduce the type of groupoid-actions that integrate the canonical Lie
algebroid action of a moment map.
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1.4.1 Definition, basic properties and examples

Definition 1.4.1. A Hamiltonian G-space ((S,!), (G,⌦) ◆ M,µ,m) consists of:

• a symplectic manifold (S,!),

• a symplectic groupoid (G,⌦) ◆ M ,

• a map µ : S !M ,

• a G-action m along µ.

This quadruple is required to satisfy the Hamiltonian multiplicativity condition:

m⇤! = pr⇤
1

⌦+ pr⇤
2

!,

where m, pr
2

: G ⇥s µ S ! S and pr
1

: G ⇥s µ S ! G. We will often just say that
µ : (S,!)!M is a Hamiltonian G-space and suppress ⌦ and m from the notation.

Let µ : (S,!) ! M be a Hamiltonian G-space. As for any action of a Lie groupoid G,
there is an induced action of Lie(G). Since the groupoid that is acting is symplectic, its
Lie algebroid is canonically isomorphic to that of the Poisson manifold (M,⇡) that it
integrates. Therefore it induces an action of the Lie algebroid T ⇤

⇡M along the moment
map µ.

Proposition 1.4.2. Under the canonical isomorphism of Lie(G) with T ⇤
⇡M , the Lie alge-

broid action induced by the G-action becomes the canonical Lie algebroid action

a : µ⇤(T ⇤M)! TS

along µ.

Proof. Let ↵ 2 ⌦1(M) and e 2 �(AG) defined by e(x) = ⌦]
1

x

(dt⇤
1

x

(↵x)). We have to show
that

◆d(m
p

)(e)! = µ⇤↵.

Let p 2 S, x = µ(p) and let �t
e(1x) denote the time-t-flow through 1x of the right-

invariant vector field on G generated by e. Since right-invariant vector fields are tangent
to the source-fibers, their flow preserves these fibers. Therefore �(t) = (�t

e(1x), p) defines
a path in G ⇥s µ S through (1x, p). Secondly, let w 2 TpS, let p(t) be a path through p
with ṗ(0) = w and let w be the path in G ⇥s µ S defined by w(t) = (1µ(p(t)), p(t)). Then
we have:

dm(e(x), 0) =
d

dt

����
t=0

m(�(t)) = d(mp)1
x

(e(x)),

dm(dux(dµp(w)), w) =
d

dt

����
t=0

m(w(t)) = w.

Using this and the Hamiltonian multiplicativity condition we derive:

(◆d(m
p

)(e(x))!)(w) = (m⇤!)((e(x), 0), (dux(dµp(w)), w))

= (pr⇤
1

⌦+ pr⇤
2

!)((e(x), 0), (dux(dµp(w)), w))

= (◆e(x)⌦)(dux(dµp(w))

= (dt⇤
1

x

↵x)(dux(dµp(w)))

= (µ⇤↵)p(w)

as desired.
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In combination with propositions 1.1.17 and 1.1.18 respectively, we get the following result.

Corollary 1.4.3. Let µ : (S,!) ! M be a Hamiltonian G-space and ⇡ the Poisson
structure on M induced by the symplectic groupoid. Then µ : (S,!)! (M,⇡) is a Poisson
map and the following equalities hold for every p 2 S.

a) TpO = Im(ap) = (Fµ)!p .

b) ap(gµ(p)) = TpO \ TpO!.

c) Im(⇡]µ(p)) = dµp(TpO).

d) gp = Im(dµp)0.

In particular we see that, as anticipated, the moment map of a Hamiltonian G-space is a
moment map in the Poisson geometric sense as well. By combining propositions 1.4.2 and
1.2.14 we further deduce:

Corollary 1.4.4. Let µ : (S,!) ! (M,⇡) be a moment map and (G,⌦) ! M an s-
connected symplectic groupoid integrating ⇡. Then there is at most one Hamiltonian action
of (G,⌦) along µ.

One can thus think of a Hamiltonian G-action as being an intrinsic part of the moment
map, the existence of which is a property of the moment map. We now turn to some
important examples.

Example 1.4.5. Every symplectic groupoid (G,⌦) acts on itself from the left in a Hamil-
tonian fashion along its target map t : (G,⌦)!M .

Hamiltonian G-spaces form an important class of examples.

Definition 1.4.6. A symplectic G-space is a symplectic manifold (S,!) equipped with
an action of a Lie group G that acts by symplectomorphisms.

Definition 1.4.7. A Hamiltonian G-space is a symplectic G-space together with a map
µ : S ! g⇤, which satisfies:

• The equivariance condition: µ(g · p) = Ad⇤g(µ(p)), 8g 2 G, p 2 S;

• The weak Hamiltonian condition: dµ⇠ = ◆⇠
S

!, 8⇠ 2 g.

Here µ⇠ = hµ, ⇠i 2 C1(S), where h·, ·i : g⇤ ⇥ g! R denotes the canonical pairing and ⇠S
is the image of ⇠ under the infinitesimal action g! X (S), given explicitly by

⇠S(p) = d(mp)e(⇠) =
d

dt

����
t=0

exp(t⇠) · p.

The map µ is called the moment map of the Hamiltonian G-space.

Remark 5. Let us elaborate on the definition of a Hamiltonian G-space. On a symplectic
G-space M , the vector field ⇠M generated by any ⇠ 2 g is a symplectic vector field, that
is: ◆⇠

M

! is a closed 1-form. The weak Hamiltonian axiom ensures that the vector fields
⇠M are in fact Hamiltonian vector fields, which is to say that ◆⇠

M

! is an exact 1-form.
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Hamiltonian G-spaces are in bijective correspondence with Hamiltonian G n g⇤-spaces,
for the following reason. Pairs (S, µ) consisting of a G-space S and an equivariant map
µ : S ! g⇤ correspond to actions of the action groupoid G n g⇤ along moment maps µ.
Indeed, the two actions are related by the formula

(g, µ(p)) · p = g · p, g 2 G, p 2 S.

Note here that, besides the associativity and the unit axiom, the groupoid action is required
to satisfy

µ((g, µ(p)) · p) = t(g, µ(p)), g 2 G, p 2 S,

which by the above relation and the definition of t this is equivalent to:

µ(g · p) = Ad⇤g(µ(p)), g 2 G, p 2 S.

This is precisely the equivariance axiom of µ. Under this correspondence, the Hamilto-
nian G-spaces correspond to Hamiltonian Gn g⇤-spaces, because it follows from equation
(1.4) that the Lie group action is weakly Hamiltonian and symplectic if and only if the
corresponding action of the symplectic groupoid (Gn g⇤,�⌦can) is Hamiltonian.

Let us give a couple of examples of Hamiltonian G-spaces.

Convention 2. Whenever we deal with a Hamiltonian Tn-space, we identify the Lie
algebra of Tn with Rn by choosing a basis of the Lie algebra consisting of the tangent
vectors of the form

d

ds

����
s=0

(1, ..., 1, e2⇡is, 1, ..., 1).

Accordingly, we identify the dual of the Lie algebra with (Rn)⇤, which in turn we identify
with Rn via the standard inner product. In this way the moment map takes values in Rn.

Example 1.4.8. The standard symplectic space (Cn,�!
0

) is a Hamiltonian Tn-space for
the action

(t
1

, ..., tn) · (z1, ..., zn) = (t
1

z
1

, ..., tnzn)

and the moment map
µ
0

(z) = ⇡(|z
1

|2, ..., |zn|2).

We call this the standard Hamiltonian Tn-space structure on Cn.

Example 1.4.9. Another standard symplectic space is (Tn ⇥ Rn,!
0

) where

!
0

=
nX

j=1

d✓j ^ dxj .

This is a Hamiltonian Tn-space for the action

s · (t, x) = (st, x), s, t 2 Tn, x 2 Rn,

and the moment map
µ
0

(t, x) = x.

We call this the standard Hamiltonian Tn-space structure on Tn ⇥ Rn.
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Example 1.4.10. Let (V,!) be a symplectic vector space of dimension 2n and G a Lie
group. By a symplectic representation of G we mean a morphism of Lie groups

r : G! Sp(V,!).

Let such a representation be given. We denote by ⇢ = dre : g ! sp(V,!) the induced
infinitesimal representation and we write ⇠ · v = ⇢(⇠)(v) for ⇠ 2 g and v 2 V . The map
µ : V ! g⇤ defined by

hµ(v), ⇠i = 1

2
!(⇠ · v, v), ⇠ 2 g, v 2 V,

is a moment map for the symplectic G-action on (V,!), called the moment map of the
symplectic representation.

Example 1.4.11. Let (S,! = d�) be an exact symplectic manifold together with an
action of a Lie group G that preserves �. Then

hµ, ⇠i = �◆⇠
S

�, ⇠ 2 g,

defines a moment map for this symplectic G-space. An important case of this is the follow-
ing. Let X be a G-space and ⇡ : T ⇤X ! X the footpoint projection. Then (T ⇤X,�⌦can)
satisfies the requirements of the above for the G-action

g · ↵ = ↵ � (dmg�1)g·⇡(↵).

So it is a Hamiltonian G-space. It follows from G-equivariance of ⇡ that:

hµ � ↵, ⇠i = ◆⇠
X

↵, 8↵ 2 ⌦1(X).

In particular, this applies to the cotangent bundle T ⇤G of a Lie group G. Indeed, both
the actions

h · g = hg, h ⇤ g = gh�1, g, h 2 G,

of G on itself lift to actions on the cotangent bundle T ⇤G. In this way, we obtain two
moment maps: the target map and (up to a minus-sign) the source map of the symplectic
groupoid (T ⇤G,�⌦can).

We end this section with a short discussion on another class of moment maps: the complete
symplectic realizations.

Definition 1.4.12. A Poisson map ' : (M,⇡M ) ! (N,⇡N ) is called complete if the
vector field Xf�' is complete whenever Xf is complete.

One can show that the moment map of any Hamiltonian G-space is a complete Poisson
map. This brings up the question: which complete moment maps are the moment map
of some Hamiltonian action? For complete symplectic realizations, this problem is solved:
the Weinstein groupoid of (M,⇡) acts along any complete symplectic realization of (M,⇡)
in a Hamiltonian fashion. We will only need this fact for the zero-Poisson structure. In
that case, this takes the following form.
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Example 1.4.13. Let µ : (S,!) ! (B, 0) be a complete symplectic realization. The
Weinstein groupoid of (B, 0) is (T ⇤B,⌦can). We define an action of T ⇤B along µ by:

↵ · p = �1

a(↵)(p), ↵ 2 T ⇤
b B, p 2 µ�1(b),

where a(↵) 2 X (µ�1(b)) is the vector field determined by the equation:

◆a(↵)
p

! = (dµp)
⇤↵, p 2 µ�1(b).

This vector field is indeed tangent to the fiber of µ because µ is a Poisson map into the
zero-Poisson structure. Using this once more, it is straightforward to verify that the above
defines a smooth action of T ⇤B along µ, provided that the time-1-flow of a(↵) through p
exists. To see that it does, note that for every ↵ 2 T ⇤

b B there is a compactly supported
f 2 C1(B) such that dfb = ↵, and by completeness of µ it holds that Xf�µ is complete.
Since Xf�µ restricts to a(↵) on µ�1(b) it follows that a(↵) is complete as well, as desired.

Proposition 1.4.14. This action of (T ⇤B,⌦can) along µ : (S,!)! B is Hamiltonian.

Proof. For ⌧ 2 R we define

'⌧ : T ⇤B ⇥s µ S ! T ⇤B ⇥s µ S, (↵, p) 7! (⌧↵, p).

Here we denote the footpoint projection (and source-map) of T ⇤B by s. Observe that

m⇤! � pr⇤
2

! = ('1)⇤m⇤! � ('0)⇤m⇤! =

Z
1

0

d

dt

����
t=⌧

('t)⇤m⇤! d⌧.

Therefore it is enough to show that

d

dt

����
t=⌧

('t)⇤m⇤! = (pr
1

)⇤⌦can (1.5)

for all ⌧ > 0. To this end, define the time-dependent vector field {X⌧}{⌧>0} on T ⇤B ⇥s µ S
by:

X⌧
(↵,p) =

d

dt

����
t=0

✓
t

⌧
↵+ ↵, p

◆
, (↵, p) 2 T ⇤B ⇥s µ S.

The flow of {X⌧}{⌧>0} starting at time 1 is given by (⌧, p) 7! '⌧ (p). We therefore find
that:

d

dt

����
t=⌧

('t)⇤m⇤! = ('⌧ )⇤LX
⌧

(m⇤!)

= d(('⌧ )⇤◆X
⌧

(m⇤!))

where we have used a well-known formula in the first equality and Cartan’s magic formula
combined with closedness of ! in the second. Now note that

dm(X⌧
(↵,p)) =

d

dt

����
t=0

✓
t

⌧
↵+ ↵

◆
· p

=
d

dt

����
t=0

✓
t

⌧
↵

◆
· (↵ · p)

=
d

dt

����
t=0

�t
a(↵/⌧)(↵ · p)

= a(↵/⌧)
(↵·p),
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from which we deduce that:

(('⌧ )⇤◆X
⌧

(m⇤!))
(↵,p) = d(m � '⌧ )⇤

(↵,p)(◆a(↵)!)(⌧↵·p)

= ↵ � d(µ �m � '⌧ )
(↵,p)

= ↵ � ds↵ � d(pr1)
(↵,p)

= ((pr
1

)⇤�can)
(↵,p).

for all (↵, p) 2 T ⇤B ⇥s µS and ⌧ > 0. We thus see that (1.5) holds, as was left to show.

1.4.2 Quotients by Hamiltonian actions

The theory of quotients of symplectic manifolds by Hamiltonian G-actions revolves around
the Symplectic Reduction Theorem. From a physicist’s perspective, this a tool to reduce
the degrees of freedom of a mechanical system with symmetry. To a Poisson geometer, it
is a tool to construct new Poisson manifolds. To us, it will be a tool to construct Hamil-
tonian G-spaces.

We start by considering symplectic reduction from the Poisson geometric perspective by
the following observation, which is not very hard to prove.

Theorem 1.4.15. Suppose that µ : (S,!) ! M is a Hamiltonian G-space, the action of
which is free and proper. Then S/G is smooth and there is a unique Poisson structure ⇡G
on S/G for which the quotient map (S,!)! (S/G,⇡G) is a Poisson map.

The Symplectic Reduction Theorem provides a new perspective on the symplectic leaves
of S/G. It is originally due to Marsden-Weinstein [MW74] and Meyer [Mey73] in the case
of Hamiltonian G-spaces and was later generalized to the realm of Hamiltonian G-spaces
by Mikami-Weinstein [MW88]. In order to state it, note that for each x 2M , the isotropy
group Gx acts on µ�1(x). Indeed, if g 2 Gx, then µ(g · p) = t(g) = x. Therefore we can
consider the so-called reduced phase space

Px =
µ�1(x)

Gx
.

Theorem 1.4.16 (Symplectic reduction). Let µ : (S,!)!M be a Hamiltonian G-space.
Suppose that Gx acts on µ�1(x) in a free and proper fashion. Then the following hold:

a) The point x 2M is a regular value of µ and the reduced space Px is smooth.

b) The reduced space Px admits a unique symplectic form !x satisfying

⇡⇤!x = i⇤!, (1.6)

where i : µ�1(x) ,!M denotes inclusion.

We need a short lemma to prove this.

Lemma 1.4.17. The isotropy groups of a symplectic groupoid are isotropic.

Proof. Let (G,⌦) be a symplectic groupoid over M and x 2M . The tangent space to Gx

at a point g is
TgGx = Ker(dsg) \Ker(dtg).

Because Ker(dsg) and Ker(dtg) are ⌦-orthogonal and the ⌦-complement of an intersection
is the sum of the ⌦-complements, it follows that TgGx ⇢ (TgGx)⌦, as desired.
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Proof of Theorem 1.4.16. Because the action of Gx on µ�1(x) is free, it follows that Gp is
trivial for every p 2 µ�1(x). From Corollary 1.4.3d, it therefore follows that x is a regular
value of µ. The rest of statement a follows from the usual theory of free and proper Lie
group actions. To see that a form as in (1.6) exists, we need to verify that the form i⇤! is
basic with respect to the action groupoid Gx n µ�1(x). In other words, we need to check
that m⇤

xi
⇤! = (pr

2

)⇤xi
⇤!, where

mx, (pr2)x : Gx ⇥ µ�1(x)! µ�1(x)

are the multiplication and projection. This follows by pulling back the equation

m⇤! = pr⇤
1

⌦+ pr⇤
2

!

along the inclusion Gx ⇥ µ�1(x) ,! G ⇥s µ S and applying the previous lemma. The form
!x is closed because ! is closed and ⇡ is a surjective submersion. So it remains to see
that !x is non-degenerate, or equivalently, that Ker((i⇤!)p) is the tangent space at p to
the orbit OG

x

of the Gx-action, for every p 2 µ�1(x). In view of parts a and b of Corollary
1.4.3 it holds that:

TpOG
x

= ap(gx)

= (Fµ)p \ (F!
µ )p

= Ker(dµp) \Ker(dµp)
!

= Ker((i⇤!)p)

which ends the proof.

If the G-action is free and proper, then the assumptions of the Symplectic Reduction
Theorem are satisfied for every x 2 M . Proposition 1.1.9 can be used to show that the
connected compontents of the reduced spaces (Px,!x) are the symplectic leaves of S/G,
in the following sense.

Theorem 1.4.18. Suppose that we are in the setting of Theorem 1.4.15. Let p 2 S and
x = µ(p). Then the inclusion i : µ�1(x) ,! S descends to a map

i : Px ! S/G.

that maps the connected component of (Px,!x) through [p] symplectomorphically onto the
symplectic leaf of S/G through ī([p]).

The value of the Symplectic Reduction Theorem lies not in the complexity of its proof, but
rather in its ability to construct interesting spaces in Poisson geometry. The final result of
this section provides us with a way to equip the reduced phase spaces with a Hamiltonian
action and so we can use it to construct new Hamiltonian spaces.

Proposition 1.4.19. In addition to the hypotheses of the Symplectic Reduction Theorem,
suppose that (H,⌦H) ◆ N is another symplectic groupoid acting in a Hamiltonian fashion
along a map ' : S ! N , in such a way that:

• ' is Gx-invariant and µ�1(x) is H-invariant,

• the actions of Gx and H commute on µ�1(x).
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Then the action of H descends to a Hamiltonian action on (Px,!x) along the map

'x : Px ! N

determined uniquely by the fact that:

⇡⇤'x = i⇤'.

Proof. The invariance and commutativity assumptions imply that ' descends to the de-
sired map 'x and the H-action descends to an H-action along 'x, given by:

h · [p] = [h · p]

for h 2 H and p 2 µ�1(x) such that s(h) = 'x([p]). This action is Hamiltonian because
the action of H along ' is so, as is readily verified.

1.4.3 The symplectic isotropy representations

We will see later that a large part of the local behaviour of the moment map of a Hamilto-
nian G-space is determined by its symplectic isotropy representations. In this final section
of the chapter we introduce these.

As we saw in Section 1.2.5, for any orbit O of a Lie groupoid G, the Lie subgroupoid GO
acts on the normal bundle NO. In particular, for every x 2M we have a representation of
the isotropy group Gx on Nx. This is called the isotropy representation of G at x. The
Hamiltonian variant of this is the following. Applying the above to the action groupoid of
a Hamiltonian G-space we obtain a representation of Gp on Np = TpS/TpO for each p 2 S.
The linear symplectic form !p on TpS does not descend to Np. It does, however, descend
to a linear symplectic form on the symplectic slice at p:

Sp :=
TpO!

TpO \ TpO!
.

We will denote this symplectic form by !p as well.

Proposition 1.4.20. There is a unique symplectic representation of Gp on (Sp,!p) for
which the canonical injection Sp ! Np is Gp-equivariant.

Proof. The representation on Sp is given by:

g · [v] = [dm
(g,p)(v̂)], where v̂ 2 (dpr

2

)�1

(g,p)(v) \ dm�1

(g,p)(TpO!).

Such a v̂ exists, for if v 2 TpO! = Ker(dµp) and g 2 Gp, then dµ(v) = 0, so that (0, v) is
tangent to G ⇥s µ S at (g, p). Since

dµ(dm(0, v)) = dt(dpr
1

(0, v)) = 0

we see that dm(0, v) 2 TpO! and so v̂ = (0, v) satisfies the requirements. Moreover, that
the above does not depend on any choices follows from the well-definedness of the isotropy
representation of Gp on Np. Obviously, this is the unique representation on Sp for which
the canonical injection Sp ! Np is Gp-equivariant. So it remains to see that the action
preserves !p. This holds because

!p(g · [v], g · [w]) = (m⇤!)
(g,p)((0, v), (0, w))

= !p([v], [w]),

where in the last equality we used that the G-action is Hamiltonian.
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Definition 1.4.21. We call this symplectic representation of Gp on (Sp,!p) the symplec-
tic isotropy representation of the Hamiltonian G-space at p.
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Chapter 2

Symplectic torus bundles and
integral a�ne geometry

The first step in our study of Hamiltonian G-spaces is to consider the simplest class of such
spaces: the ones over the zero-Poisson structure. Before studying the actions of proper
symplectic groupoids that integrate the zero-Poisson structure we explore the groupoids
themselves. As we observed in the previous chapter, the Weinstein groupoid of (M, 0) is
just the cotangent bundle (T ⇤M,⌦can) ◆ M considered as a symplectic groupoid over M .
This fails to be proper, which leads one to wonder:

Which manifolds admit a proper integration of the zero-Poisson structure?

In this chapter, which is largely based on parts of [CFT16], we answer this question.

2.1 Proper integrations of the zero-Poisson structure

First, we provide a more detailed description of proper integrations of the zero-Poisson
structure.

Proposition 2.1.1. The proper integrations of (M, 0) are precisely the symplectic torus
bundles over M .

Proof. By definition, a symplectic torus bundle is a symplectic groupoid, the source and
target map of which coincide and the isotropy groups of which are tori (that is, they are
compact, connected and abelian). Since its target map coincides with its source map, it is
both Poisson and anti-Poisson. Therefore it must induce the zero-Poisson structure on its
base. It is a fact that a surjective submersion with compact and connected fibers is proper,
and so the source map of a symplectic torus bundle is proper1, which in turn implies that
a symplectic torus bundle is a proper groupoid. So a symplectic torus bundle is a proper
integration of (M, 0).

Conversely, suppose that (G,⌦) ◆ M is a proper integration of the zero-Poisson structure.
Then t : (G,⌦) ! (M, 0) is an isotropic realization. So it is a Lagrangian fibration and
Theorem 1.3.2c implies that Ker(ds) = Ker(dt). Since the s-fibers are connected, they are

1Alternatively, in the coming section we will see that a torus bundle is a fiber bundle with compact
fibers, hence its source-map (the bundle projection) is proper.
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the leaves of the foliation that integrates the distribution Ker(ds). But the same holds
for the t-fibers and therefore the s- and t-fibers coincide. Since every such leaf contains a
unit, this means that s = t. In particular, the isotropy groups of G are the s-fibers and
hence they are connected. Because (G,⌦) integrates the zero-Poison structure, its isotropy
Lie algebras are abelian. Therefore, by connectedness, so are its isotropy groups. Finally,
since G is proper, its isotropy groups are compact as well.

With the previous result in mind, we will henceforth restrict our attention to symplectic
torus bundles.

2.2 Integral a�ne structures

The central theme of this section is the relationship between tori and integral a�ne ge-
ometry. As a highlight, we answer the main question of this chapter, by showing that the
isomorphism classes of symplectic torus bundles over a given manifold B are in bijective
correspondence with integral a�ne structures on B.

2.2.1 Integral a�ne vector spaces and tori

Lattices

Throughout, let V be a real, finite-dimensional vector space. A lattice ⇤ in V is a discrete
additive subgroup of V . Every lattice ⇤ in V gives rise to a dual lattice:

⇤⇤ = {↵ 2 V ⇤| ↵(⇤) ⇢ Z}.

The rank of ⇤ is the dimension of the R-linear subspace that it spans in V . A full lattice
in V is a lattice with rank equal to the dimension of V .

Definition 2.2.1. An integral a�ne vector space is a pair (V,⇤) consisting of a vector
space V and a full lattice ⇤ in V . A morphism of integral a�ne vector spaces

' : (V,⇤)! (V 0,⇤0)

is a linear map that sends ⇤ into ⇤0.

As we will now see, integral a�ne vector spaces are closely related to tori. Recall that:

Definition 2.2.2. A compact, connected and abelian Lie group T is called a torus.

The following is a standard result.

Proposition 2.2.3. Let ⇤ be a lattice in V . Then V/⇤ is a torus if and only if ⇤ is full
as a lattice in V .

By this proposition, we see that every integral a�ne vector space (V,⇤) gives rise to a
torus V/⇤. Conversely, every torus T gives rise to a lattice ⇤T in its Lie algebra t. Indeed,
since T is abelian its exponential map is a morphism of Lie groups and its kernel is a
subgroup of t. We will always write ⇤T := Ker(expT ). Since expT is locally injective, its
kernel is a lattice in t. Because T is connected, its exponential map is surjective and hence
it induces an isomorphism of Lie groups:

expT : t/⇤T
⇠�! T.

Because T is compact, it follows from Proposition 2.2.3 that ⇤T is a full lattice in t.
Summing this up, we have:
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Theorem 2.2.4. There is a bijective correspondence:
(
Isomorphism classes of integral

a�ne vector spaces (V,⇤)

)
 !

(
Isomorphism classes

of tori T

)

which associates to a class [(V,⇤)] the class [V/⇤] and conversely associates to a class [T ]
the class [(t,⇤T )].

We say that B = {b
1

, ..., bn} ⇢ V is a basis of the lattice ⇤ if B is linearly independent
over R and SpanZ(B) = ⇤. The cardinality of such a basis is equal to the rank of ⇤.
The proof of Proposition 2.2.3 hinges on the fact that every lattice ⇤ in V admits a basis.
Using such a basis one can construct:

• An isomorphism V ⇠= Rn that identifies ⇤ with Zk ⇥ {0}, where k = rk(⇤).

• An isomorphism of Lie groups of V/⇤ ⇠= Tk ⇥ Rn�k.

Here Tk denotes the standard torus: the product of k copies of S1. Consequently, every
integral a�ne vector space is isomorphic to (Rn,Zn) and every n-dimensional torus is iso-
morphic to Tn. This justifies the terminology of Definition 2.2.2. Moreover, it shows that
the previous theorem is rather trivial, as both sets consist of a single element. However,
the bijection in the theorem is canonical and therefore generalizes to integral a�ne vector
bundles as we shall see in the next section.

Primitive sublattices

Let (V,⇤) be an integral a�ne vector space. A natural question that arises from the notion
of a basis is: when does a basis of a sublattice e⇤ in ⇤ extend to one of ⇤? A sublattice e⇤
for which some (or equivalently any) basis extends to one of ⇤ is called primitive. The
following characterization of primitive sublattices is well-known.

Proposition 2.2.5. Let (V,⇤) be an integral a�ne vector space, e⇤ a sublattice of ⇤ and
eV = SpanR(e⇤). Then the following are equivalent:

a) The sublattice e⇤ is primitive.

b) The equality eV \ ⇤ = e⇤ holds.

In terms of tori, we can characterize primitive sublattices of ⇤T as follows.

Corollary 2.2.6. Let T be a torus. There is a bijective correspondence:

{Subtori of T} ! {Primitive sublattices of ⇤T }

which associates to a subtorus H the primitive sublattice ⇤H .

Proof. Given a subtorus H of T , the exponential map of H is the restriction of that of T
to h and ⇤H is a full lattice in h. Therefore we have

⇤H = h \ ⇤T = SpanR(⇤H) \ ⇤,

so that ⇤H ⇢ ⇤T is indeed primitive. We further have

H = expT (h) = expT (SpanR(⇤H)),
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so that H 7! ⇤H is injective. For surjectivity, let a primitive sublattice e⇤ of ⇤T be given.
The connected subgroup

H := expT (SpanR(e⇤))

is compact (because it is the image of a compact parallelipiped) and hence defines a
subtorus of T with Lie algebra h = SpanR(e⇤). As before, we have ⇤H = h \ ⇤T which
equals e⇤ by primitivity. This proves surjectivity, as was left to show.

2.2.2 Integral a�ne vector bundles and torus bundles

In this section we generalize the notion of integral a�ne vector space to vector bundles.
Throughout, let E !M be a real vector bundle of rank k.

Definition 2.2.7. A smooth lattice ⇤ ⇢ E is a normal Lie subgroupoid of E with the
property that each isotropy group ⇤x is a full lattice in Ex. A pair (E,⇤) is called an
integral a�ne vector bundle.

Proposition 2.2.8. Let {⇤x}x2M be a collection of full lattices ⇤x ⇢ Ex and set

⇤ =
G

x2M
⇤x.

The following are equivalent.

a) The subspace ⇤ is a smooth lattice in E.

b) Every x 2 M admits an open neighbourhood U and local frame e for E over U for
which

⇤y = Ze
1

(y)� ...� Zek(y), 8y 2 U. (2.1)

c) The subset ⇤ ⇢ E is closed and the bundle projection restricts to a topological cov-
ering map ⇤!M .

We need the following lemma to prove this.

Lemma 2.2.9. Let (V,⇤) be an integral a�ne vector space and e = {e
1

, ..., en} an R-basis
of V such that ei 2 ⇤ for each i. Then

⇤ ⇢ SpanQ{e1, ..., en}.

Proof. Pick a basis � of the lattice ⇤. It is enough to show that the matrix A defined by
�i =

Pn
j=1

Aj
iej has rational coe�cients. Its inverse satisfies ei =

Pn
j=1

(A�1)ji�j . Since

e ⇢ ⇤, it follows that A�1 has integer coe�cients and so A has rational coe�cients by
Cramer’s rule.

Proof of Proposition 2.2.8. We prove the implications from up to down. First assume a.
The argument that we give here comes from [Luk08, Lemma 1.2.8]. Let x 2M and choose
a basis �

1

, ..., �k of the lattice ⇤x in Ex. Since ⇤ is a Lie subgroupoid, the restriction
of ⇡ to ⇤ is still a surjective submersion. So there are smooth local sections e

1

, ..., ek of
⇡, defined on some connected open neighbourhood U of x, that map into ⇤ and satisfy
ei(x) = �i for each i. Since e := {e

1

, ..., ek} is linearly independent at x, we can shrink
U such that e is frame of E over U . By the previous lemma, every element of ⇤|U has
rational coe�cients with respect to e. So because the connected components of Q are
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single points, every continuous local section of ⇡ : ⇤|U ! U must have locally constant
coe�cient functions with respect to e. This implies that for every q 2 Qn the set

Uq =

(
y 2 U |

kX

i=1

qiei(y) 2 ⇤y

)

is open in U . By continuity and the assumption that ⇤ is closed in E, each Uq is closed
in U as well. Connectedness of U and the fact that (2.1) holds at x thus imply that (2.1)
holds at all y 2 U . So b follows from a.

Suppose now that b holds. Every local frame as in (2.1) induces a trivialization of E|U
that identifies ⇤|U with U ⇥ Zn. This implies that ⇤ ! M is a covering map since the
projection U ⇥ Zn ! U is a covering map for every open U in M , and it implies that ⇤
is closed in E because Zn is closed in Rn.

Finally, suppose that c holds. Every topological covering of a smooth manifold M is a
topological manifold and admits a unique smooth structure for which the covering projec-
tion is a local di↵eomorphism. This turns ⇤ into a smooth lattice in E, which shows that
c implies a.

As in the vector space case, there is a bijective correspondence between integral a�ne
vector bundles and torus bundles over a given manifold. However, our true interest lies
in the analogue of this for symplectic torus bundles, which is the content of the coming
section.

2.2.3 Integral a�ne structures and symplectic torus bundles

Recall that Rn nGLn(Z) is the group of integral a�ne transformations of Rn. These are
maps Rn ! Rn of the form:

x 7! p+Ax, p 2 Rn, A 2 GLn(Z).

Further recall that an integral a�ne map Rn ! Rk is a map of the form:

x 7! p+Ax, p 2 Rn, A 2 M(k ⇥ n,Z).

Definition 2.2.10. An integral a�ne atlas on a manifold B is an atlas I = {(U,�i)}i2I
for which each transition map �i � ��1

j is the restriction of an element of Rn n GLn(Z).
An integral a�ne structure is a maximal such atlas. Given an integral a�ne manifold
(B, I) we call a chart (U,�) 2 I an integral a�ne chart. A morphism of integral
a�ne manifolds

' : (B, I)! (B0, I 0)

is a smooth map which in integral a�ne coordinates has the following property: on each
connected component of the coordinate domain it is the restriction of an integral a�ne
map Rn ! Rk.

An integral a�ne structure can viewed as a type of lattice in the cotangent bundle.
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Proposition 2.2.11. There is a bijective correspondence:
(
Integral a�ne structures

I on B

)
 !

(
Smooth Lagrangian lattices

⇤ ⇢ (T ⇤B,⌦can)

)

that associates to an integral a�ne structure I the smooth lattice ⇤ given by:

⇤b = Z d�1

b � ...� Z d�n
b , b 2 B, (2.2)

where � is any integral a�ne chart for (B, I) around b.

Proof. First note that the lattice ⇤ is well-defined, because for any two integral a�ne
charts (U,�), (V,') 2 I it holds that:

Jac(� � '�1)(x) 2 GLn(Z), 8x 2 '(U \ V ).

By construction, ⇤ is a smooth lattice in T ⇤B. The fact that it is a Lagrangian sub-
manifold of (T ⇤B,⌦can) is equivalent to saying that all local sections of ⇤ are Lagrangian
sections of (T ⇤B,⌦can) (that is, their image is a Lagrangian submanifold), because each
such section is a di↵eomorphism onto an open in ⇤. A local section � of T ⇤B is Lagrangian
if and only if �⇤⌦can = 0 and this is in turn is equivalent to � being a closed 1-form, be-
cause �⇤⌦can = d� by the defining property of the Liouville 1-form. In conclusion: ⇤ is a
Lagrangian submanifold if and only if all of its local sections are closed as 1-forms. Any
local section � of ⇤ can locally be written as � =

Pn
i=1

kid�
i for some constants ki 2 Z

and an integral a�ne chart �, so it is locally exact and hence closed. This proves that ⇤
is indeed a smooth Lagrangian lattice in (T ⇤B,⌦can).

Now suppose that we are given a smooth Lagrangian lattice ⇤ in (T ⇤B,⌦can). Let b 2 B
and choose a local frame e of T ⇤B, defined over an open neighbourhood U of x, such that:

⇤b = Ze
1

(b)� ...� Zen(b), 8b 2 U.

By our previous discussion, each ei is closed as a 1-form on U . Hence by the Poincare
Lemma we can shrink U so that there are �

1

, ...,�n 2 C1(U) such that ei = d�i for each
i. By the inverse function theorem, we can further shrink U such that (U,� = (�

1

, ...,�n))
is a chart for B around b. Doing this for all b 2 B, we obtain an atlas A of B with the
property that (2.2) holds for every (U,�) 2 A and b 2 U . Moreover, as any open cover
of a manifold can be refined by a good open cover, we can assume that each two chart
domains in A have connected intersection. Let (U,�), (V,') 2 A. By (2.2) it follows that:

Jac(� � '�1)(x) 2 GLn(Z), 8x 2 '(U \ V ).

Since GLn(Z) is discrete and U \V is connected, this implies by continuity that there is an
A 2 GLn(Z) such that Jac(��'�1)(x) = A for all x 2 '(U \V ). Using the connectedness
of U \ V once more, we find by integration that there is a p 2 Rn such that:

� � '�1(x) = p+Ax, 8x 2 '(U \ V ).

Thus the transition maps in the atlas A are restrictions of elements of Rn n GLn(Z).
Letting I be the unique maximal such atlas that contains A, we have constructed a map
from the smooth Lagrangian lattices over B to the integral a�ne structures on B. The
reader can directly verify that this is inverse to the previously defined map.
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From now on we shall denote an integral a�ne manifold by (B,⇤), where ⇤ ⇢ T ⇤B is the
lattice that encodes the integral a�ne structure. Using similar arguments as in the above
proof one can derive the following.

Proposition 2.2.12. A map ' : (B,⇤) ! (B0,⇤0) is a morphism of integral a�ne
manifolds if and only if

(d'b)
⇤ : (T ⇤

'(b)B
0,⇤0

'(b))! (T ⇤
b B,⇤b)

is a morphism of integral a�ne vector spaces for every b 2 B.

Before we turn to the main result of this section, we give a few examples.

Example 2.2.13. Any integral a�ne vector space (V,⇤) has the trivial integral a�ne
structure:

V ⇥ ⇤⇤ ⇢ V ⇥ V ⇤ = T ⇤V.

Example 2.2.14. Let G be a discrete Lie group, acting on an integral a�ne manifold
(B,⇤) in a free and proper way and by integral a�ne maps. Then B/G is smooth and
there is a unique integral a�ne structure ⇤ on B/G with the property that:

(dqb)
⇤(⇤q(b)) = ⇤b

for every b 2 B. Here q : B ! B/G denotes the orbit projection. Using the standard
action of the lattice ⇤T of a torus on its Lie algebra t, we can thus endow any torus T with
an integral a�ne structure, which we call the standard one. By using di↵erent actions one
can obtain integral a�ne structures on a torus that are not isomorphic to the standard
one. See [CFT16] for such an example. Another space that can be equipped with an
integral a�ne structure in this way is the Klein bottle.

We will now work towards to the main result of this section. Given a smooth lattice ⇤,
the quotient

T
⇤

:= T ⇤B/⇤

is a Lie groupoid, because ⇤ is a normal Lie subgroupoid of T ⇤B.

Lemma 2.2.15. A smooth lattice ⇤ ⇢ (T ⇤B,⌦can) is Lagrangian if and only if ⌦can

descends to a form ⌦
⇤

on T
⇤

. In this case, (T
⇤

,⌦
⇤

) is a symplectic torus bundle over B.

Proof. By definition, ⌦can descends to T
⇤

precisely if there is a 2-form ⌦
⇤

on T
⇤

such that

q⇤⌦
⇤

= ⌦can (2.3)

where q : T ⇤B ! T
⇤

is the quotient map. This is equivalent to ⌦can being basic with
respect to the action groupoid ⇤n T ⇤B, which means that:

m⇤
⇤

⌦can = pr⇤
2

⌦can

where m
⇤

, pr
2

: ⇤ ⇥⇡ ⇡ T ⇤B ! T ⇤B denote the source and target map of the action
groupoid ⇤n T ⇤B. By the multiplicativity of ⌦can this is equivalent to:

pr⇤
1

i⇤⌦can = 0
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where pr
1

: ⇤ ⇥⇡ ⇡ T ⇤B ! ⇤ is the projection and i : ⇤ ! T ⇤B the inclusion. Since
pr

1

is a surjective submersion and ⇤ has half the dimension of T ⇤B, this is equivalent
to ⇤ being Lagrangian in (T ⇤B,⌦can). This proves the desired equivalence. In this case,
⌦
⇤

inherits multiplicativity and closedness from ⌦can via equation (2.3) and the fact
that q is a surjective submersion. Moreover, for dimensional reasons, q is in fact a local
di↵eomorphism and therefore (2.3) implies as well that ⌦

⇤

inherits non-degeneracy from
⌦can. Thus (T⇤,⌦⇤

) is a symplectic torus bundle.

We are now ready to state and prove the main result of this section.

Theorem 2.2.16. There is a bijective correspondence:
(
Integral a�ne structures

on B

)
 !

(
Isomorphism classes of symplectic

torus bundles over B

)

which associates to an integral a�ne structure the symplectic torus bundle (T
⇤

,⌦
⇤

), where
⇤ ⇢ T ⇤B is the lattice encoding the integral a�ne structure.

Proof. We will first show that the map defined above is injective. Let ⇤
0

and ⇤
1

be
two smooth Lagrangian lattices in (T ⇤B,⌦can) and let ' : (T

⇤0 ,⌦⇤0) ! (T
⇤1 ,⌦⇤1) be

an isomorphism of symplectic torus bundles covering the identity. By applying the Lie
functor we obtain an isomorphism of vector bundles '̂ that makes

T ⇤B T ⇤B

T
⇤0 T

⇤1

'̂

q0 q1

'

commute. By commutativity we find that '̂(⇤
0

) = ⇤
1

and '̂⇤⌦can = ⌦can. Now, as can be
verified in canonical coordinates, the only vector bundle automorphism of T ⇤B that cov-
ers the identity and preserves ⌦can is the identity map. Therefore '̂ = IdT ⇤B and ⇤

0

= ⇤
1

.

For surjectivity, suppose that we are given a symplectic torus bundle (T ,⌦) over B. We are
looking for a smooth Lagrangian lattice ⇤ in (T ⇤B,⌦can) such that (T ,⌦) is isomorphic to
(T

⇤

,⌦
⇤

). The map t : (T ,⌦)! B is a Lagrangian fibration with compact and connected
fibers. As will be shown in Section 3.1, this comes with a Hamiltonian action of the
symplectic groupoid (T ⇤B,⌦can), the orbits of which coincide with the t-fibers. Consider
the map:

p : T ⇤B ! T , (b,↵) 7! (b,↵) · 1b.
It follows from right-invariance of the vector fields of the form a(↵), for ↵ 2 ⌦1(B), that
this map is a morphism of groupoids. Using that p = m � (IdT ⇤B, u � ⇡), the fact that
the T ⇤B-action is Hamiltonian and that u is a Lagrangian section of t, it follows that
p⇤⌦ = ⌦can. In particular p is an immersion and for dimensional reasons it must be a
local di↵eomorphism. Therefore ⇤ := Ker(p) is a normal Lie subgroupoid of T ⇤B with
discrete isotropy groups. Furthermore, for each b 2 B we have:

p(T ⇤
b B) = O

1

b

= Tb.

So p is surjective and by compactness of Tb the lattice ⇤b in T ⇤
b B is full. Hence ⇤ is a

smooth lattice in T ⇤B and p factors through an isomorphism of Lie groupoids T
⇤

! T .
In other words, we have a commutative diagram:
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T ⇤B T

T
⇤

p

q
'

By commutativity and the fact that p⇤⌦ = ⌦can, we find that ⌦can descends to T
⇤

.
Therefore ⇤ is Lagrangian, (T

⇤

,⌦
⇤

) is a symplectic torus bundle and p factors through is
an isomorphism of symplectic torus bundles. This proves the theorem.

2.2.4 Monodromy of integral a�ne structures

In Section 2.2.2 we have seen that a smooth lattice ⇤ in a vector bundle E over B can
be interpreted as a covering space. As for any covering space, we have a notion of mon-
odromy. We will show that the triviality of the torus bundle E/⇤ is equivalent to the
triviality of the monodromy representations of ⇤.

The monodromy representation of ⇤ is a morphism of groupoids

⇢ : ⇧(B)! Aut(⇤),

defined as follows. First of all, Aut(⇤) is a groupoid with arrows y
' � x the group iso-

morphisms ' : ⇤x ! ⇤y, with multiplication and inversion the composition and inversion
of maps and units the identity maps. Now, given a class [�] 2 ⇧(B) starting at b

0

and
ending at b

1

, we define ⇢([�])(g) = �̂g(1), where �̂g : [0, 1]! ⇤ is the unique lift of � with
starting point �̂g(0) = g 2 ⇤b0 . Note that ⇢([�]) : ⇤b0 ! ⇤b1 is a bijection, with inverse
⇢([�]�1). In fact, it is an isomorphism of groups. Indeed, given g, h 2 ⇤b0 , the path �̂g+ �̂h
defines a lifts of �, with starting point g + h and so

⇢([�])(g + h) = �̂g(1) + �̂h(1) = ⇢([�])(g) + ⇢([�])(h).

This defines ⇢. For each b 2 B we call

⇢b : ⇡1(B, b)! Aut(⇤b)

the monodromy reprentation of ⇤ at b.

Proposition 2.2.17. Let (E,⇤) be an integral a�ne vector bundle over B. Then the
following are equivalent.

a) There is a vector bundle isomorphism E ⇠= B ⇥ Rn that identifies ⇤ with B ⇥ Zn.

b) The torus bundle E/⇤ is isomorphic to B ⇥ Tn.

c) The monodromy representation of ⇤ at b is trivial for each b 2 B.

Proof. We prove the implication from c to a and leave the rest to the reader. The argument
for this is standard. We can assume that B is path-connected, since the argument below
works component-wise. It is enough to construct a global frame e of E for which

⇤b = Ze
1

(b)� ...� Zen(b), 8b 2 B. (2.4)

Fix a b
0

2 B and a basis �
1

, ...,�n of the lattice ⇤b0 in Eb0 . We define ej : B ! ⇤ as
follows: given a b 2 B we choose a continuous path � : [0, 1]! B from b

0

to b and let

ej(b) = ⇢([�])(�j) 2 ⇤b.
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Since the monodromy representation at b
0

is trivial, ej(b) does not depend on the choice of
�. As ⇢([�]) is a group isomorphism ⇤b0 ! ⇤b, it follows that (2.4) holds for all b 2 B. It
remains to show that each ej is smooth. For every b

1

2 B there is an open neighbourhood
U and a smooth homotopy F : U ⇥ [0, 1] ! U such that F (·, 0) = b

1

and F (·, 1) = IdU .
Since ⇤ is a covering space over B, there is a unique smooth lift F̂ : U ⇥ [0, 1] ! ⇤ that
satisfies F̂ (b, 0) = ej(b1) for all b 2 U . Now observe that

ej(b) = F̂ (b, 1)

for all b 2 U . So ej is smooth at b
1

, as desired.

Of course, we can apply this to integral a�ne manifolds as well, by declaring the mon-
odromy of an integral a�ne manifold (B,⇤) to be that of the lattice ⇤ in T ⇤B.
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Chapter 3

Hamiltonian T
⇤

-spaces

Having studied the geometry of symplectic torus bundles in the previous chapter, we now
continue with the study of their Hamiltonian actions. From this point onward we will shift
our perspective slightly: instead of viewing symplectic torus bundles as Poisson geometric
objects, we will consider them as part of an integral a�ne manifold. After discussing some
classical classes of Hamiltonian T

⇤

-space, we prove a local normal form for the moment
map of a Hamiltonian T

⇤

-space, by using the integral a�ne structure to reduce to a normal
form for Hamiltonian T -spaces. We will use this normal form to study the local convexity
properties of the moment map.

3.1 Some classical classes of Hamiltonian T⇤-spaces
Hamiltonian T -spaces

As follows from the general correspondence between Hamiltonian G-spaces and Hamilto-
nian G n g⇤-spaces, the Hamiltonian T -spaces correspond to Hamiltonian T n t⇤-spaces.
Here we view T ⇥ t⇤ as the trivial symplectic torus bundle over t⇤ that corresponds to the
integral a�ne structure ⇤⇤

T on t⇤ (or to be more precise, the trivial smooth Lagrangian
lattice bundle ⇤T ⇥ t⇤ in the cotangent bundle t⇥ t⇤ of t⇤). So, a Hamiltonian T -space is
an example of a Hamiltonian T

⇤

-space over the integral a�ne vector space (t⇤,⇤⇤
T ).

Conversely, are all Hamiltonian T
⇤

-spaces over a vector space are of this form? To an-
swer this, let V be a real, finite-dimensional vector space and suppose that we are given
an integral a�ne structure ⇤ on V . Since V is contractible, ⇤ has trivial monodromy.
Therefore ⇤ is isomorphic to a trivial smooth Lagrangian lattice ⇤V ⇤⇥V in the cotangent
bundle V ⇤⇥V of V , where ⇤V ⇤ is a full lattice in the vector space V ⇤, and the symplectic
torus bundle (T

⇤

,⌦
⇤

) is canonically isomorphic to the symplectic groupoid (Tnt⇤,�⌦can),
where T = V ⇤/⇤V ⇤ and t⇤ = V , which provides a positive answer to our question. Note
here that a minus sign appears before the canonical symplectic form, because the fiber of
the bundle T

⇤

corresponds to the base of the cotangent bundle T ⇥ t⇤ and vice versa.

Quasi-Hamiltonian T -spaces

Quasi Hamiltonian T -spaces are very similar to Hamiltonian T -spaces, the only di↵erence
being that their moment map takes values in the torus T ⇤ := t⇤/⇤⇤

T instead of t⇤ itself. In
order to define them, let ⇥ 2 ⌦1(T ⇤; t⇤) denote the Maurer-Cartan form on T ⇤. This is
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given by:
⇥g(↵) = (dLg�1)g(↵), ↵ 2 Tg(T

⇤).

The choice of a basis of ⇤T induces isomorphisms T ⇠= Tn and T ⇤ ⇠= Tn, under which the
Maurer-Cartan form becomes the 1-form (d✓1, ..., d✓n) 2 ⌦1(Tn;Rn).

Definition 3.1.1. A quasi-Hamiltonian T -space is a triple (S,!, µ) consisting of a
symplectic T -space (S,!), together with a map µ : S ! T ⇤ that satisfies:

• The invariance condition: µ(g · p) = µ(p), 8g 2 T, p 2 S.

• The weak Hamiltonian condition: µ⇤(h⇥, ⇠i) = ◆⇠
S

!, 8⇠ 2 t.

Proposition 3.1.2. Every Hamiltonian T -space gives rise to a quasi-Hamiltonian T -
space, by composing the moment map µ : S ! t⇤ with the exponential map t⇤ ! T ⇤.

An important di↵erence between the two is the following: a Hamiltonian T -action on a
compact symplectic manifold cannot be free, for otherwise the moment map would be a
submersion from the compact S into the connected space t⇤, hence it would have to map
S onto t⇤ and t⇤ would have to be compact, which is absurd. On the other hand, there
are examples of free quasi-Hamiltonian T -actions on compact manifolds and their orbit
spaces give interesting examples of compact Poisson manifolds.

The action groupoid T nT ⇤ of the trivial action of T on T ⇤ inherits a symplectic structure
from T ⇥ t⇤ and in this way becomes a symplectic groupoid integrating (T ⇤, 0). In a
way completely analogous to the story for Hamiltonian T -spaces, the quasi-Hamiltonian
T -spaces correspond to Hamiltonian T n T ⇤-spaces over the torus T ⇤, where we view
T ⇥ T ⇤ simultaneously as the action groupoid, and as the trivial symplectic torus bundle
corresponding to the trivial smooth Lagrangian lattice bundle ⇤T ⇥ T ⇤ in the cotangent
bundle t⇥T ⇤ of T ⇤. So, quasi-Hamiltonian T -spaces provide examples of Hamiltonian T

⇤

-
spaces over the torus T ⇤ endowed with its standard integral a�ne structure ⇤. Conversely,
all Hamiltonian T

⇤

-spaces over a torus with its standard integral a�ne structure ⇤ are of
this form, by an argument similar to that in the previous example. It may be interesting
to see what kind of T

⇤

-spaces there are for non-standard integral a�ne structures on the
torus. We will however not address this question.

Lagrangian fibrations with compact and connected fibers

We have already seen that Lagrangian fibrations µ : (S,!) ! B are the same thing as
isotropic realizations of the zero-Poisson structure on B and that the complete ones come
with a unique Hamiltonian T ⇤B-action. We will now show that a Lagrangian fibration
with compact and connected fibers induces an integral a�ne structure ⇤ on B and that
it comes with a free Hamiltonian T

⇤

-action. In fact, we will show that such Lagrangian
fibrations correspond to principal Hamiltonian T

⇤

-bundles for which the principal bundle
projection is the moment map.

To this end, let µ : (S,!) ! B be a Lagrangian fibration with compact and connected
fibers. Then µ is complete, by compactness of its fibers. In view of Example 1.4.13, there
is a unique Hamiltonian T ⇤B-action along µ, given by:

↵ · p = �1

a(↵)(p), ↵ 2 T ⇤
b B, p 2 µ�1(b), (3.1)
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where a(↵) is the vector field on µ�1(b) determined by the equation:

◆a(↵)
p

! = (dµp)
⇤↵, p 2 µ�1(b).

Since µ is a submersion, the infinitesimal action a : µ⇤(T ⇤B) ! TS is injective. Because
the bundle of isotropy Lie algebras of the action is the kernel of a, this means that the
isotropy Lie groups of the action are all discrete. Therefore, the isotropy ⇤p of the action
at p 2 S is a lattice in T ⇤

µ(p)B. Moreover, this implies that:

Proposition 3.1.3. The orbits of the T ⇤B-action coincide with the fibers of µ.

Proof. Let b 2 B and p 2 µ�1(b). Then the map

'p : T
⇤
b B ! Op ⇢ µ�1(b), ↵ 7! ↵ · p

factors through a di↵eomorphism T ⇤
b B/⇤p ! Op. Therefore Op is an immersed subman-

ifold of codimension 0 in µ�1(b) and hence an open subset. This holds for each orbit in
µ�1(b). Since the source and target map of T ⇤B coincide, the fiber µ�1(b) is partitioned
by such orbits and hence it must coincide with a single orbit, because it is connected.

For any two points p, q 2 S in a single orbit O of the action, there is an ↵ 2 T ⇤
b B such

that ↵ · p = q. The isotropy groups ⇤p and ⇤q are related by conjugation by ↵ and must
therefore be equal as subgroup of T ⇤

b B, for T ⇤
b B is abelian. The previous proposition

therefore shows that ⇤p is independent of p 2 µ�1(b) and hence we can define:

⇤b := ⇤p = {↵ 2 T ⇤
b B| �1

a(↵)(p) = p}

where p is any element of µ�1(b). This defines a wide subgroupoid ⇤ of T ⇤B, the isotropy
groups of which are discrete. Now, because T ⇤

b B/⇤b is di↵eomorphic to Op = µ�1(b),
compactness of µ�1(b) is equivalent to the lattice ⇤b being full in T ⇤

b B. Therefore, one
would hope that under this compactness assumption, ⇤ becomes a smooth Lagrangian
lattice in T ⇤B. By Proposition 2.2.11 this would mean that a Lagrangian fibration with
compact and connected fibers induces an integral a�ne structure on its base B. The
following confirms this.

Proposition 3.1.4. A Lagrangian fibration µ : (S,!) ! B with compact and connected
fibers gives rise to an integral a�ne structure ⇤ on B. Moreover, the symplectic torus
bundle (T

⇤

,⌦
⇤

) acts along µ in a free and Hamiltonian fashion, and the orbits of this
action coincide with the fibers of µ.

Proof. By the previous discussion, it is enough for the first statement to show that every
b 2 B admits an open neighbourhood U such that ⇤|U is a closed Lagrangian submanifold
of T ⇤B|U . To this end, let b 2 B and choose a local section � : U ! S of the surjective
submersion µ defined on an open neighbourhood of b. Then �(U) is a closed submanifold
of µ�1(U). Moreover, the map

' : T ⇤B|U ! µ�1(U), ↵b 7! ↵b · �(b)

is a local di↵eomorphism with the property that '�1(�(U)) = ⇤|U . Therefore ⇤|U is a
closed submanifold of T ⇤B|U . For dimensional reasons it remains to verify that ⇤|U is
isotropic. Let i : ⇤|U ! T ⇤B be the inclusion. Since the action of T ⇤B is Hamiltonian, it
follows that

'⇤! = ⌦can + ⇡⇤�⇤!,
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where ⇡ : T ⇤B ! B denotes the bundle projection. Pulling this back by i and using that
' � i = � � ⇡ � i, we derive that i⇤⌦can = 0, as was left to be shown.

For the second statement, note that by construction of ⇤, the T ⇤B-action along µ descends
to a free action of T

⇤

along µ. This action is Hamiltonian and its orbits coincide with the
fibers of µ, because the same holds for the T ⇤B-action.

In other words, a Lagrangian fibration with compact and connected fibers gives rise to a
principal Hamiltonian T

⇤

-bundle:

(T
⇤

,⌦
⇤

)

B

(S,!)

B

µ µ

Proposition 3.1.5. Conversely, any principal Hamiltonian T
⇤

-bundle with moment map
µ : (S,!)! B equal to the principal bundle projection is of this form.

Proof. Since µ is a principal bundle projection, it is a surjective submersion and the T
⇤

-
orbits equal the fibers of µ. In particular, this implies that dim(S) = 2dim(B). Being the
moment map of a Hamiltonian T

⇤

-action, µ : (S,!) ! (B, 0) is a Poisson map. Thus µ
is a Lagrangian fibration with compact and connected fibers. It remains to show that the
integral a�ne structure induced by µ coincides with ⇤. Via the quotient map T ⇤B ! T

⇤

,
the action of T

⇤

induces a Hamiltonian action of T ⇤B along µ with isotropy group at p
given by ⇤µ(p). By uniqueness this action must be given by (3.1) and hence the lattice ⇤
coincides with the one induced by µ, as desired.

3.2 A normal form for Hamiltonian T⇤-spaces
The main tool in the rest of this chapter and Section 5.1 is a normal form for the moment
map of a Hamiltonian T

⇤

-space. The normal form is a rather straightforward consequence
of the following normal form for Hamiltonian T -spaces. This is a particular case of the
Marle-Guillemin-Sternberg normal form for proper Hamiltonian G-spaces, which is ex-
plained and proved in detail in [OR04].

Theorem 3.2.1. Let (S,!, µ) be a Hamiltonian T -space, x 2 S and O the orbit through
x. Let p : t ! tx be a linear projection. Then there exists an embedding of Hamiltonian
T -spaces

 : (T ⇥T
x

(t0x � Sx),⌦p,Mp + µ(x)) �! (S,!, µ)

from a T -invariant open neighbourhood of O onto a T -invariant open neighbourhood of O
in S, that restricts to the identity on O. Here Mp is given by:

Mp([t,↵, v]) = ↵+ p⇤(µS
x

(v)).

Remark 6. Let us elaborate briefly on the normal form above. A more detailed expla-
nation and proof of Theorem 3.2.1 is given in the appendix. Given a proper G-space S
and an orbit O through a point x 2 S, the G-space S can be modeled in an invariant
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neighbourhood of O by the normal bundle to O. The normal bundle can be realized as
the G-vector bundle:

G⇥G
x

Nx

over O, associated to the principal Gx-bundle G ! O and the isotropy representation
Nx at x. When using this model we view O as the zero-section of this vector bundle
and x as the point [e, 0]. In our case, the Lie group G is the torus T and the isotropy
representation Nx decomposes into the subrepresentations t0x (on which Tx acts trivially)
and the symplectic isotropy representation Sx. Recall here from Definition 1.4.21 that

Sx =
TxO!

TxO \ TxO!
.

Since we are considering the action of a Lie group, multiplication mt : S ! S by t 2 T is
defined on all of S and one easily verifies that the action of Tx on Sx is given by:

t · [v] = [d(mt)x(v)], t 2 Tx, [v] 2 Sx.

An auxiliary linear projection p : t ! tx can be used to define a symplectic structure ⌦p

and moment map Mp on the model. Equipped with this extra structure, it then models
a neighbourhood of O in S as a Hamiltonian T -space.

The local normal form for the moment map of a Hamiltonian T
⇤

-space is essentially the
same. Using the next lemma, which states that Hamiltonian T

⇤

-spaces are locally isomor-
phic to Hamiltonian T -spaces, we can reduce the proof of the local normal form to the
previous theorem.

For this lemma we need to introduce a new notion, inherent to an a�ne structure on a
manifold. The definition of an a�ne structure on a manifold is analogous to that of an
integral a�ne manifold: one just replaces the group GLn(Z) by GLn(R). So, any integral
a�ne manifold is in particular an a�ne manifold. Now, the notion that we need is the
following. Let (B,A) be an a�ne manifold. For each b 2 B there is an open neighbourhood
U of b and an a�ne embedding1

logb : U ! TbB

with the property that logb(b) = 0 and d(logb)b = IdT
b

B. For a given open neighbourhood
U of b, there is at most one such map. To see the existence of an open U and such
an a�ne embedding, choose any a�ne chart (U,�) around b that sends b to 0 and let
logb = d��1

b � �. If the a�ne structure is in fact an integral a�ne structure, then

logb : (U,⇤|U )! (TbB,⇤⇤
b)

is in fact an integral a�ne embedding, so that

d(logb)
⇤
x(⇤b) = ⇤x

for all x 2 U .

1Morphisms and embeddings of a�ne manifolds are defined completely analogously to those for integral
a�ne manifolds.
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Remark 7. Alternatively (and perhaps more naturally) one can show the existence of
logb as follows. One can associate to an a�ne structure A a canonical flat, torsion free
connection �A on B, uniquely determined by the condition that it is the standard flat con-
nection with respect to any a�ne chart. For every b 2 B, the exponential map associated
to �A induces a map expb : TbB ! B which sends 0 to b and satisfies d(expb)b = IdT

b

B.
This is a local di↵eomorphism at 0 and hence, locally at b, has an inverse logb : U ! TbB
defined on some open neighbourhood U of b. This is explains our notation as well.

Returning to the normal form for the moment map, we can now formulate the aforemen-
tioned lemma.

Lemma 3.2.2. Let (B,⇤) be an integral a�ne manifold, b 2 B, T = T ⇤
b B/⇤b and U an

open neighbourhood of b on which logb is defined. We canonically identify TbB with t⇤.
Then logb induces an isomorphism of symplectic groupoids:

(T n logb(U),�⌦can)! (T
⇤

|U ,⌦can)

(↵ mod ⇤b, logb(x)) 7! d(logb)
⇤
x(↵) mod ⇤x

where the groupoid Tnlogb(U) ◆ logb(U) is the action groupoid for the (trivial) co-adjoint
action of T on logb(U) ⇢ t⇤. Consequently, given a symplectic manifold (S,!), an action
of T

⇤

|U on a map µ : S ! U is Hamiltonian if and only if the induced action of T on
(S,!) is Hamiltonian with moment map

µb = logb �µ : S ! t⇤.

Proof. The first statement is straightforward to verify by means of formula (1.4). The
second statement follows from the first and the correspondence between Hamiltonian G-
spaces and Hamiltonian G⇥ g⇤-spaces.

Remark 8. In principle the previous lemma holds for any integral a�ne embedding
(U,⇤|U ) ! (TbB,⇤⇤

b) instead of logb. However, the property that its di↵erential at b is
IdT

b

B ensures that, for every p 2 µ�1(b), the isotropy representation of the induced action
of T n logb(U) at p coincides with the isotropy representation of the T

⇤

-action at p.

In combination with the normal form for Hamiltonian T -spaces this immediately gives rise
to the following normal form for the moment map of a Hamiltonian T

⇤

-space. Let:

• µ : (S,!)! B be a Hamiltonian T
⇤

-space,

• x 2 S, b = µ(x) and T = T ⇤
b B/⇤b,

• U be an open neighbourhood of b on which logb is defined,

• p : t! tx be a linear projection.

We canonically identify TbB with t⇤ and consider the induced Hamiltonian T -action on
(µ�1(U),!) as in the previous lemma.

Theorem 3.2.3 (Normal form). There exists a T -equivariant symplectic embedding

' : (µ�1(U),!) �! (T ⇥T
x

(t0x � Sx),⌦p)

from a T -invariant open neighbourhood of O in µ�1(U) onto a T -invariant open neigh-
bourhood of O that restricts to the identity on O and makes the diagram
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µ�1(U) T ⇥T
x

(t0x � Sx)

U t⇤

µ

'

M
p

log

b

commute wherever ' is defined.

3.3 Local convexity properties of the moment map

In this section we derive local convexity properties for the moment map of a Hamiltonian
T
⇤

-spaces from its local normal form. The local normal form shows that the local behaviour
of the moment map is governed by the symplectic isotropy representations of the T

⇤

-
action. This leads us to study symplectic torus representations in the coming section. It
will become clear from this that the moment map is what we call locally polyhedral. We
will define what this means and we will give su�cient conditions for the image of a locally
polyhedral map to be locally polyhedral. This allows us to derive global convexity for the
image of a certain class of Hamiltonian T -spaces and in particular we derive the classical
Atiyah-Guillemin-Sternberg convexity theorem.

3.3.1 Symplectic torus representations

Real and complex representations

Before going into symplectic representations, we remind the reader on the weight-classification
of real and complex torus-representations. Throughout, by a representation (V, r) of a Lie
group G we mean pair consisting of a finite-dimensional vector space V over R or C, and
a morphism of Lie groups r : G! GL(V ). We will often suppress r from the notation an
just write V for the representation.

A representation V is called:

• Irreducible if V 6= {0} and the only invariant subspaces of V are {0} and V .

• Completely decomposable if every invariant linear subspace W ⇢ V admits an
invariant linear complement in V .

A straightforward induction argument shows that every completely decomposable repre-
sentation can be written as a direct sum of irreducible subrepresentations. If a representa-
tion admits a G-invariant inner product (real if V is real and Hermitian if V is complex),
then it is completely decomposable. Indeed, the orthogonal complement to an invariant
linear subspace with respect to an invariant inner product is an invariant linear comple-
ment. By averaging over the group one shows that every representation of a compact Lie
group admits a G-invariant inner product. Therefore:

Proposition 3.3.1. Every representation of a compact Lie group is completely decompos-
able.

To understand representations of tori it is therefore enough to understand their irreducible
representations and the ways in which they can decompose into irreducibles. Let us
begin with the latter. Decompositions into irreducible subrepresentations need not be
unique. However, by grouping the irreducible subrepresentations that are isomorphic
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one does obtain a canonical decomposition, called the decomposition into isotypical
components.

Definition 3.3.2. Let W be an irreducible representation of a Lie group G. Let V be a
completely decomposable representation of G and let

V = V
1

� ...� Vn

be a decomposition into irreducible subrepresentations. We define theW -isotypical sum-
mand of V to be:

VW =
M

i:V
i

⇠
=

W

Vi.

The following proposition implies that the isotypical summands do not depend on the
choice of decomposition into irreducibles.

Proposition 3.3.3. Let W be an irreducible representation of G and let V , eV be isomor-
phic representations of G. Suppose that V = V

1

� ... � Vn and eV = eV
1

� ... � eVm are
decompositions into irreducible subrepresentations and ' : V ! eV is an isomorphism of
representations. Then

'

0

@
M

i:V
i

⇠
=

W

Vi

1

A =
M

i:eV
i

⇠
=

W

eVi.

This result follows from Schur’s Lemma:

Lemma 3.3.4 (Schur). Let V, eV be two irreducible representations of a Lie group G and
' : V ! eV an equivariant linear map. Then ' = 0 or ' is an isomorphism. Moreover, if
V is a complex representation, V = eV and ' 6= 0, then ' 2 C · IdV .

As a consequence of Proposition 3.3.3 we have:

Corollary 3.3.5. Every completely decomposable representation V admits a canonical
decomposition into its isotypical summands:

V =
M

W2Irr(G,V )

VW

where the sum runs over the isomorphism classes of irreducible subrepresentations of V .

With this result in mind, we will now focus on irreducible representations. The following
is another consequence of Schur’s Lemma:

Proposition 3.3.6. Every irreducible complex representation of an abelian Lie group is
one-dimensional.

By viewing a real representation as a real subrepresentation of its complexification, one
can deduce from the previous proposition that:

Proposition 3.3.7. The irreducible real representations of a torus are either 1-dimensional
or 2-dimensional.
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Whereas isomorphism classes of finite-dimensional vector spaces are classified by their
dimension, finite-dimensional representations are not classified by just their dimension.
What we need in addition are their weights. Let T be a torus. By a weight of T we mean
an element of ⇤⇤

T (the dual of the lattice ⇤T = Ker(expT ) in t). To each non-zero ↵ 2 ⇤⇤
T

we can associate a representation:

↵̂ : T ! GL(C), ↵̂(exp(⇠))(z) = e2⇡i↵(⇠)z. (3.2)

which we denote by C↵. We can view this both as a complex or a real representation
and, as we assumed ↵ to be non-zero, C↵ is irreducible in both cases. Using the same
definition for ↵ = 0, C↵ would be irreducible as complex representation, but not as real
representation. In light of this, we define R

0

to be the trivial representation on R, and
denote V↵ = C↵ if ↵ 6= 0 and V

0

= R
0

when considering real representations.

We can go the other way as well. For K 2 {R,C}, let RepK(T ) denote the set of isomor-
phism classes of K-representations of a torus T .

Proposition 3.3.8. Let T be a torus. Then:

a) For every irreducible [V ] 2 RepC(T ) there is a unique weight ↵ such that [V ] = [C↵].

b) For every irreducible [V ] 2 RepR(T ) there is a weight ↵ such that [V ] = [V↵]. Such
a weight is unique up to sign.

The uniqueness parts are the content of the following lemma, which can by verified by a
direct approach.

Lemma 3.3.9. Let ↵,� 2 ⇤⇤
T .

a) In the case of complex representations, C↵ ⇠= C� if and only if ↵ = �.

b) In the case of real representations, V↵ ⇠= V� if and only if ↵ = ±�.
We now prove the remainder of the proposition.

Proof of Proposition 3.3.8. We prove part a, the proof of b is similar. Let (r, V ) be an
irreducible complex representation of T . Then V is 1-dimensional. By averaging over T
we can choose an invariant hermitian metric h on V . Then r : T ! U(V, h) and so

⇢ = dre : t! u(V, h).

Notice that End(V ) = C · IV , as V is 1-dimensional. So because

u(V, h) = {A 2 End(V )| h(Au, v) + h(u,Av) = 0 8u, v 2 V },
it follows that u(V, h) = (iR)IV . Define ↵ to be the composition of ⇢ with the isomorphism

u(V, h)! R, ixIV 7!
1

2⇡
x.

By construction
⇢(⇠)v = 2⇡i↵(⇠)v, 8⇠ 2 t, v 2 V.

Using the power series for the exponential, this integrates to:

r(exp(⇠))(v) = e2⇡i↵(⇠)v, 8⇠ 2 t, v 2 V.

Therefore ↵ 2 ⇤⇤
T and any complex linear isomorphism V ⇠= C is an isomorphism of

representations V ⇠= C↵. By the previous lemma, the weight ↵ is uniquely determined by
the fact that V ⇠= C↵.
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By means of the isotypical decomposition, one can extend this story to general torus
representations and classify representations of tori in terms of their weight-tuples. This is
the content of the following theorem.

Theorem 3.3.10. Let T be a torus. The following classification results hold.

a) There is a bijection2

RepC(T )! {unordered tuples of weights of T}

which associates to every class [V ] the unique unordered tuple (↵
1

, ...,↵n) of weights
such that

[V ] = [C↵1 � ...� C↵
n

].

b) There is a bijection

RepR(T )! {unordered tuples of weights-modulo-sign of T}

which associates to every class [V ] the unique unordered tuple ([↵
1

], ..., [↵n]) of
weights-modulo-sign such that

[V ] = [V↵1 � ...� V↵
n

].

Symplectic representations

Our true interest is the classification of symplectic torus-representations. Symplectic rep-
resentations are in particular real representations. However, in analogy with the case of
complex representations, the symplectic structure allows for a classification in terms of
weights, and not just weights up to sign. This is the content of this paragraph. The proofs
here are based on the appendix of [LT97].

The notions of irreducibility and complete decomposability are analogous to those for real
or complex representations.

Proposition 3.3.11. Every symplectic representation is completely decomposable.

Proof. By G-invariance of !, the !-complement to an invariant, symplectic linear subspace
of V is an invariant symplectic linear complemen to it in V .

It follows that every symplectic representation decomposes into a direct sum of irreducible
symplectic subrepresentations, even if G is not compact. Contrary to the case of real or
complex representations, it is not clear anymore whether there is a well-defined notion of
isotopical summands. Symplectic representations do however come with an extra piece of
structure: their moment map. Due to the following result, many invariant of the moment
map are in fact invariants of the isomorphism class of the symplectic representation.

Lemma 3.3.12. Let (V,!V ) and (W,!W ) be symplectic representations. If ' : V ! W
is an isomorphism of symplectic representations, then it intertwines the standard moment
maps:

µW � ' = µV .

2We allow for repetitions in an unordered tuple.
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Proof. Both µW �' and µV are moment maps for the symplectic G-space (V,!V ), because
' is an equivariant symplectomorphism. Since ' is linear, we have

µW ('(0)) = µW (0) = 0 = µV (0).

So µW � ' = µV by Lemma A.8.

As will become apparent later, the invariants of the moment map will allow for a weight-
classification. As for real and complex representations, the weights of a torus T provide the
building blocks for isomorphism classes of symplectic T -representations. For each ↵ 2 ⇤⇤

T

we define C↵ by (3.2), which we view as a symplectic representation on (C,�!
0

). Each
C↵ is an irreducible symplectic representation, for dimensional reasons.

Lemma 3.3.13. Let ↵,� 2 ⇤⇤
T .

a) The standard moment map µ↵ : C↵ ! t⇤ is given by µ↵(z) = ⇡|z|2↵.

b) As symplectic representations it holds that: C↵ ⇠= C� if and only if ↵ = �.

Proof. Let h
0

denote the standard Hermitian inner product on C. We compute:

hµ↵(z), ⇠i = �
1

2
!
0

(⇠ · z, z)

= �1

2
!
0

(2⇡i↵(⇠)z, z)

=
1

2
Im(h

0

(2⇡i↵(⇠)z, z))

= ⇡|z|2↵(⇠),

for all ⇠ 2 t and z 2 C. Hence a holds.

For b, the implication from right to left is immediate. Let us prove the other implication.
Suppose there is a linear symplectomorphism ' : C↵ ! C� . Then it holds that µ� �' = µ↵
by the previous lemma and so

R�0

· ↵ = Im(µ↵) = Im(µ�) = R�0

· �

by part a of this lemma. But ↵ = ±� by Lemma 3.3.9, so it must be that ↵ = �, as was
to be shown.

Had we used the symplectic form !
0

on C, then we would have obtained a minus-sign in
the expression for µ↵. This explains our choice of �!

0

. As for complex representations,
we have the following result. Let us denote by SpRep(T ) the set of isomorphism classes
of symplectic representations on a torus T .

Proposition 3.3.14. Let T be a torus. For every irreducible [V ] 2 SpRep(T ) there is a
unique weight ↵ such that [V ] ⇠= [C↵].

Proof. Let r : G ! Sp(V,!) be an irreducible symplectic representation of T . By com-
pactness of T and T -invariance of !, we can choose a T -equivariant, !-compatible complex
structure J on V . The equivariance means that r is a complex representation on (V, J).
By !-compatibility, every complex linear subspace of (V, J) is a symplectic linear subspace
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of (V,!). So it follows from this that r is irreducible as complex representation on (V, J),
hence Proposition 3.3.6 implies that V has real dimension 2. Now, observe that

h(·, ·) = !(·, J ·) + i!(·, ·)

defines an invariant Hermitian metric on C and a choice of orthonormal basis with respect
to h induces a complex linear symplectomorphism (V,!)! (C,�!

0

). Since h is invariant,
r is a unitary representation on (V, J, h) and we can define ↵ as in the proof of Proposition
3.3.8. A complex linear symplectomorphism as above will then be an isomorphism of
symplectic representations V ! C↵.

We are now ready to prove the weight-classification for symplectic representations.

Theorem 3.3.15. Let T be a torus. There is a bijection

SpRep(T )! {unordered tuples of weights of T},

which associates to every class [V ] the unique unordered tuple (↵
1

, ...,↵n) of weights such
that

[V ] = [V↵1 � ...� V↵
n

].

We need one lemma.

Lemma 3.3.16. Let T be a torus, (V,!) a symplectic representation of T and

' : (V,!)! (C↵1 ,�!0

)� ...� (C↵
n

,�!
0

)

an isomorphism of symplectic representations. Then ' intertwines the standard moment
map of the symplectic representation (V,!) with the moment map:

µ : Cn ! t⇤, µ(z) = ⇡

nX

j=1

|zj |2↵j .

Proof. By Lemma 3.3.13a and Proposition A.2c the map µ : Cn ! t⇤ is indeed a moment
map for the given T -action. In view of Proposition A.2b, the map µ � ' is a moment
map for the T -action on V . So both µ � ' and µV are moment maps on the connected
Hamiltonian T -space V , and

µ('(0)) = 0 = µV (0).

Hence µV = µ � ' as claimed.

Proof. In view of Proposition 3.3.14 and the fact that every symplectic representation
splits as a direct sum of irreducible symplectic subrepresentations, the only part of the
theorem that still needs proof is the fact that the above map is well-defined. So let V a
symplectic representations of T , let V = V

1

� ...� Vn be a decomposition into irreducible
symplectic subrepresentations and let ↵i be the unique weights satisfying Vi

⇠= C↵
i

. We
need to show that the unordered tuple

(↵
1

, ...,↵n)

depends only on the isomorphism class of V and not on the choice of representative or of
the decomposition. To this end, given ↵ 2 ⇤⇤

T , we denote by W↵ the isotypical summand
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of the real representation underlying V for the irreducible real representation V↵. First
note that

#{j| ↵j = 0} =
1

2
dimR(W0

)

which is an invariant of the isomorphism class [V ] by Proposition 3.3.3. Secondly, suppose
that ↵ 2 ⇤⇤

T is non-zero. Then there is a ⇠ 2 t such that ↵(⇠) > 0. Note that

W↵ =
M

j:↵
j

=±↵
Vj ,

so by the previous lemma the map hµV , ⇠i : V ! R restricts to a non-degenerate quadratic
form of positive index

2#{j|↵j = ↵} = dimR

0

@
M

j:↵
j

=↵

Vj

1

A

on the real vector space W↵. The positive index is an invariant of the quadratic form
hµV , ⇠i|W

↵

(as is the positive index of any quadratic form) and by combining Proposition
3.3.3 with Lemma 3.3.12 we see that it is in fact an invariant of the isomorphism class
[V ]. All in all, we conclude that the unordered tuple (↵

1

, ...,↵n) is an invariant of [V ], as
desired.

We will refer to the image of a symplectic T -representation under the above bijection as
the weight-tuple of the symplectic representation. The symplectic representations that
we will come across may not be those of tori, but the connected component G0 containing
the identity element of the Lie group G will always be a torus. By the weight-tuple of a
symplectic representation of such a Lie group G we will always mean the weight-tuple of
the induced symplectic G0-representation. Although in this case the weight-tuple need not
completely determine the G-representation, it still determines its associated Lie algebra
representation and hence its moment map. We therefore have:

Corollary 3.3.17. Let G be a Lie group with the property that G0 is a torus, (V,!) a sym-
plectic representation of G and (↵

1

, ...,↵n) its weight-tuple. Then there is an isomorphism
of symplectic G0-representations:

(V,!)! (C↵1 ,�!0

)� ...� (C↵
n

,�!
0

).

that intertwines the standard moment map of the symplectic G-representation (V,!) with
the moment map:

µ : Cn ! t⇤, µ(z) = ⇡
nX

j=1

|zj |2↵j .

Corollary 3.3.18. Let G be a Lie group with the property that G0 is a torus, (V,!) a
symplectic representation of G, µV its moment map and (↵

1

, ...,↵n) its weight-tuple. Then
the moment image is:

µV (V ) = Cone(↵
1

, ...,↵n) :=

8
<

:

nX

j=1

tj↵j | tj � 0

9
=

; .

This is the first instance of polyhedrality of the moment image that we have come across.
In the coming sections we will use this to derive local polyhedrality of more general moment
maps.
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3.3.2 Locally polyhedral maps into vector spaces

The definitions and results in this section are adaptations of parts of the results in [BOR09].
Throughout, let X be a topological space and V a finite-dimensional, real vector space.
We first introduce some notions regarding polyhedrality.

Definition 3.3.19. A polyhedral cone C ⇢ V is a subset of the form:

C = Cone(v
1

, ..., vn) :=

8
<

:

nX

j=1

tjvj | tj � 0

9
=

;

where v
1

, ..., vn 2 V . We say that the tuple (v
1

, ..., vn) generates the polyhedral cone C.

Definition 3.3.20. We call a continuous map f : X ! V locally polyhedral at x 2 X,
if there is an open neighbourhood U of x in X and there is a polyhedral cone C in V such
that

f(U) ⇢ f(x) + C

and f |U is open as a map into f(x) + C. We call f locally polyhedral if it is so at every
x 2 X.

Definition 3.3.21. A subset A ⇢ V is called locally polyhedral at a 2 A if the germ
of A at a can be represented by a set of the form a+ C, where C is a polyhedral cone in
V . A subset is called locally polyhedral if it is so at each of its points.

Remark 9. Note that for each x 2 X, a cone C for which there exists an open neighbour-
hood U of x in X such that f(U) ⇢ f(x) + C and f |U is open as map into f(x) + C, is
automatically unique. Indeed, this follows from the fact that two cones in V with the same
germ at 0 must be equal, as they are invariant under multiplication by positive scalars.
For a given x 2 X, we shall refer to this cone as the cone of f at x. Similarly, a cone
representing the germ of a locally polyhedral set A at a point a is unique and we shall
refer to it as the cone of A at a.

Our aim is to derive su�cient conditions for the image of a locally polyhedral map to be
locally polyhedral.

Proposition 3.3.22. Let f : X ! V be a locally polyhedral map. Suppose that f is closed
as a map onto its image and that its fiber over a point v 2 f(X) is connected. Then the
image of f is locally polyhedral at v and the cone of f(X) at v is the cone of f at x for
any x 2 f�1(v).

The following preliminary lemma states that, under connectedness conditions, the cone C
in the definition of a locally polyhedral map depends only on f(x).

Lemma 3.3.23. Let f : X ! V be locally polyhedral, v 2 f(X) and suppose that the fiber
f�1(v) is connected. Then there is a unique polyhedral cone C in V , such that for every
x 2 f�1(v) there is an open neighbourhood U of x in X for which f(U) ⇢ C and f |U is
open as map into C. This cone is the cone of f at x for each x 2 f�1(v).

Proof. For each x 2 f�1(v), let Cx be the unique cone in V for which there exists an open
neighbourhood Ux of x in X, such that f(Ux) ⇢ Cx and f |U

x

is open as map into Cx.
Notice that

x ⇠ y () Cx = Cy
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defines an equivalence relation on f�1(v). Since each equivalence class is an open subset
of f�1(v), the connectedness of f�1(v) implies that Cx = Cy for all x, y 2 f�1(v). So we
can take C = Cx for any x 2 f�1(v).

Secondly, we will use an elementary topological lemma, which we state without proof.

Lemma 3.3.24. A continuous map f : X ! Y is closed onto its image if and only if
for every y 2 f(X) and every open neighbourhood U of f�1(y) in X there is an open
neighbourhood W of y in Y such that f�1(W ) ⇢ U .

Proof of Proposition 3.3.22. Let C ⇢ V be a polyhedral cone as in the first of the previous
two lemmata, and for each x 2 f�1(v) let Ux and Wx be open neighbourhoods of x and
v in X and V respectively, such that f(Ux) = (v + C) \Wx. Let U be the union of the
Ux and W that of the Wx. Then f�1(v) ⇢ U and f(U) = (v +C) \W . According to the

last lemma, there is an open neighbourhood fW ⇢ W of v in V such that f�1(fW ) ⇢ U .
By construction we have:

f(X) \fW = (v + C) \fW,

and the proposition follows.

A natural question is: when is a locally convex subset of V convex? A su�cient (but not
necessary) condition is provided by the Tietze-Nakajima theorem.

Theorem 3.3.25 (Tietze-Nakajima). Let A ⇢ V be a closed, connected, locally convex
set. Then A is convex.

Proof. See for instance [BK10] for an elementary proof.

Corollary 3.3.26. Let f : X ! V be a closed, locally polyhedral map with connected
fibers and image. Then f(X) is convex.

3.3.3 Locally polyhedral maps into a�ne manifolds

We will now generalize the definitions and results of the previous paragraph to maps into
a�ne manifolds. Throughout, let X be a topological space and (B,A) an a�ne manifold.

Definition 3.3.27. We call a continuous map f : X ! B locally polyhedral at x 2 X, if
for every open neighbourhood U of f(x) 2 B on which logf(x) is defined, the map

logf(x) �f : f�1(U)! Tf(x)B

is locally polyhedral at x as map into the vector space Tf(x)B. We call f locally polyhedral
if it is so at every x 2 X.

Definition 3.3.28. A subset A ⇢ B is called locally polyhedral (respectively locally
convex) at b 2 A if for every open neighbourhood U of b on which logb is defined, the set
logb(U \A) is locally polyhedral (respectively locally convex) at 0 as subset of the vector
space TbB. It is called locally polyhedral if it is so at all b 2 A.

Remark 10. The conditions for a map or a subset to be locally polyhedral (or convex)
at a point can be verified on a single open neighbourhood U as above (instead of all such
open neighbourhoods). One could as well phrase these conditions in terms of a�ne charts,
instead of using log. Furthermore, the definitions given in the previous section for a vector
space V coincide with the ones given here when interpreting V as a�ne manifold with its
standard a�ne structure.
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Let f : X ! B be locally polyhedral at x. Then the cone Cf,x ⇢ Tf(x)B of

logf(x) �f : f�1(U)! Tf(x)B

at x (in the sense of Remark 9) does not depend on the choice of open neighbourhood U of
f(x) (on which logf(x) is defined). Similarly, if A ⇢ B is locally polyhedral at b, then the
cone CA,b ⇢ TbB of logb(U \A) at 0 does not depend on the choice of open neighbourhood
U of b. Therefore it makes sense to define the following.

Definition 3.3.29. Let f : X ! B be locally polyhedral at x. We call the polyhedral
cone Cf,x ⇢ Tf(x)B above the cone of f at x.

Definition 3.3.30. Let A ⇢ B be locally polyhedral at b. We call the polyhedral cone
CA,b ⇢ TbB above the cone of A at b.

Proposition 3.3.22 implies its own generalization to maps into integral a�ne manifolds.
Explicitly:

Proposition 3.3.31. Let f : X ! B be a locally polyhedral map. Suppose that f is closed
as a map onto its image and that its fiber over a point v 2 f(X) is connected. Then the
image of f is locally polyhedral at v and the cone of f(X) at v is the cone of f at x for
any x 2 f�1(v). In particular, f(X) is locally convex at v.

3.3.4 Local polyhedrality of the moment map

Our interest in locally polyhedral maps originates from the next result. Let µ : (S,!)! B
be a Hamiltonian T

⇤

-space. Throughout, given a point x 2 S, we let (↵
1

, ...,↵k) denote
the weight-tuple of the symplectic isotropy representation at x. Moreover, we let b = µ(x),
T = T ⇤

b B/⇤b and we canonically identify t⇤ with TbB.

Theorem 3.3.32. The moment map µ is locally polyhedral and the cone of µ at x 2 S is

⇡�1(Cone(↵
1

, ...,↵k)) ⇢ t⇤ = TbB

where ⇡ : t⇤ ! t⇤x is the dual to the inclusion map tx ! t.

Proof. Let x 2 S. We will prove that µ is locally polyhedral at x, with the desired cone
at x. By the local normal form for µ we can assume without loss of generality that
M = T ⇥T

x

(t0x ⇥ Sx) and µ : T ⇥T
x

(t0x ⇥ Sx) is given by [t,↵, v] 7! ↵ + p⇤µS
x

(v), where
x = [e, 0, 0] and p : t! tx is a linear projection. Observe that p⇤ is a linear embedding of
t⇤x onto a linear complement to t0x in t⇤ and that

⇡�1(Cone(↵
1

, ...,↵k)) = t0x + p⇤Cone(↵
1

, ...,↵k),

because ⇡ � p⇤ = Idt
x

and t0x = Ker(⇡). Therefore it su�ces to show that µS
x

is an open
map into Cone(↵

1

, ...,↵k). In view of Corollary 3.3.17 we can assume that Sx = Ck and
µS

x

is given by

Ck ! t⇤x, z 7!
kX

j=1

|zj |2↵j .

This map is the composition of the map f : Ck ! Rk, z 7! (|z
1

|2, ..., |zk|2) and the linear
map g : Rk ! t⇤x, x 7!

Pk
i=1

xi↵i. It is clear that the map f is open onto its image Rk
+

, so
it remains to verify that g : Rk

+

! Cone(↵
1

, ...,↵k) is open. This follows from linearity of
g by means of elementary analysis, the details of which we leave to the reader.
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This and Proposition 3.3.22 leads us to conclude the following.

Theorem 3.3.33. Let µ : (S,!) ! B be a Hamiltonian T
⇤

-space and x 2 S. Suppose
that µ is closed as a map into its image and its fiber over b = µ(x) is connected. Then
µ(S) is locally polyhedral at b and the cone of µ(S) at b is:

⇡�1(Cone(↵
1

, ...,↵k)).

In combination with Corollary 3.3.26, this leads to the following global convexity theorem
for the class of Hamiltonian T -spaces.

Corollary 3.3.34. Let (S,!, µ) be a Hamiltonian T -space. Suppose that µ is a closed
map with connected fibers and image. Then µ(S) is convex.

3.3.5 A note on connectedness of the fibers

Atiyah [Ati82] proved that the moment map of a compact and connected Hamiltonian
T -space always has connected fibers. He simultaneously proved this and the convexity of
the moment image, by a clever induction argument on the dimension of T . To prove the
base case dim(T ) = 1, he used Morse-Bott theory (which uses the compactness of S).

Simultaneously and independently, Guillemin and Sternberg [GS82] proved the same the-
orem, although they did not prove or use the connectedness of the fibers. They used the
same local normal form as we did (but for Hamiltonian T -spaces and just around fixed
points of the action) to prove Theorem 3.3.32 for Hamiltonian T -spaces. They then used
Morse-Bott theory as well, to derive from this that the image of the moment map of a
compact and connected Hamiltonian T -space is a convex polytope.

The case where the Hamiltonian T -space is non-compact was only studied later. The
convexity theorem no longer holds in this case: one can always start with a compact
and connected Hamiltonian T -space the moment image of which has non-empty interior
and remove a fiber over a point in the interior to destroy the convexity of the moment
image (and the compactness of S). The so-called Local-to-Global principle gives local
conditions on a map from a topological space into a vector space to have locally or even
globally convex image. The results that we have presented here on locally polyhedral maps
into vector spaces are a particular case of a more general version of the Local-to-Global
principle in [BOR09] (compare [BOR09, Cor 2.18; Thm 2.13]). As is shown there, the
assumption in Proposition 3.3.22 that f is closed onto its image and has connected fibers
can be replaced by the weaker condition that f is open as a map into its image (and
consequently the same goes for Theorem 3.3.33). The following example illustrates this.

Example 3.3.35. Consider the map µ : (T2,!
0

) ! S1, (�
1

,�
2

) 7! �2
1

. This is a La-
grangian fibration and hence it is a free Hamiltonian T

⇤

-space for the induced integral
a�nes structure ⇤ on S1. Since µ is a submersion, it is open. Therefore it satisfies the
conclusions of Theorem 3.3.33. Furthermore, the map µ is closed because T2 is compact.
On the other hand, each of its fibers has two connected components, so the connectedness
of the fibers is not a necessary condition for the conclusions of this theorem.

Contrary to the previous example, the openness is not always easy to verify and in Chapter
5 we will have other reasons to assume that the moment map is closed onto its image and
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has connected fibers. Therefore these assumptions are su�cient for our purposes.

It was proved in [BOR09, Cor 3.4], by purely topological means, that the fibers of a closed
moment map of a connected Hamiltonian T -space are necessarily connected. Therefore, for
closed moment maps of Hamiltonian T -spaces, Theorem 3.3.33 and the corollary following
it hold under much milder assumptions. This however does not generalize to moment
maps into general a�ne manifolds, as the coming example will show.

Example 3.3.36. What follows is an example of a compact and connected quasi-Hamiltonian
T2-space, the moment image of which is not locally convex (let alone locally polyhedral).
Consider the Hamiltonian T2-space3 (CP2,� 1

⇡!0

, µ
0

) where the moment map is given by

µ
0

([z
0

: z
1

: z
2

]) =
1

||z||2 (|z1|
2, |z

2

|2)

and the action by
(�

1

,�
2

) · [z
0

: z
1

: z
2

] = [z
0

: �
1

z
1

: �
2

z
2

].

Its moment image is the triangle in R2 with vertices (1, 0), (0, 0) and (0, 1). By composing
µ
0

with the exponential map of T2 (that is, we compose each component with t 7! e2⇡it)
we obtain a moment map µ : (S,!)! T2 that turns the above symplectic T2-space into a
quasi-Hamiltonian T2-space. The moment image is the image of the above triangle under
the exponential map. Observe that the only points in the triangle that are identified with
other points are the three vertices, which are mapped onto the single point (1, 1) 2 T2.
Clearly the moment image is not locally convex at (1, 1) with respect to the trivial integral
a�ne structure on T2. According to Theorem 3.3.32 the fiber over (1, 1) is therefore
disconnected. Indeed, it consists of the points [0 : 0 : 1], [0 : 1 : 0] and [1 : 0 : 0]. This
shows that, contrary to the case of Hamiltonian T -spaces, the moment image of a compact
and connected Hamiltonian T

⇤

-space need not be locally convex.

3.3.6 The Atiyah-Guillemin-Sternberg Convexity Theorem

In the previous section we briefly mentioned the Convexity Theorem due to Atiyah and
Guillemin-Sternberg. We end this chapter by giving a more detailed account of this
theorem. In full detail, the Atiyah-Guillemin-Sternberg Convexity Theorem is as follows.

Theorem 3.3.37 (Classical Convexity Theorem). Let (M,!, µ) be a compact and con-
nected Hamiltonian T -space. Then the set µ(MT ) is finite and the image µ(M) is the
convex hull of µ(MT ).

With the convexity theorem in mind, people commonly refer to the image of the moment
map of a compact and connected Hamiltonian T -space as its moment polytope. This
is because, by definition, a polytope is a compact and convex subset of a vector space.
We will take it as a fact that the moment map of a compact and connected Hamiltonian
T -space has connected fibers. The interested reader can consult either [Ati82] or [BOR09]
for a proof. To prove the classical convexity theorem, we need one more lemma.

Lemma 3.3.38. Let G be a compact Lie group and (M,!) a symplectic G-space. Then
MG is a symplectic submanifold of (M,!) (the connected components of which may have

3To verify that this is indeed a Hamiltonian T2-space, it is easiest to consider CP 2 as S5/S1 via
symplectic reduction of (C3\{0},� 1

⇡

!0).
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varying dimension) with tangent space given by Tx(MG) = (TxM)G for all x 2 MG.
Moreover, if µ is a moment map for this G-action, then it is constant on each connected
component of MG.

Proof. Notice that MG is a submanifold with the required tangent space as a consequence
of Theorem A.1. Because G is compact and acts symplectically, we can choose a G-
equivariant !-compatible almost complex structure J on (M,!). Let x 2MG. Since

g · Jv = J(g · v) = Jv, 8g 2 G, v 2 (TxM)G,

it follows that Tx(MG) is J-invariant and hence is a symplectic subspace of (TxM,!x).
Thus MG is a symplectic submanifold. At last, let µ be a moment map for the given
G-action. Let x 2 MG, (MG)x the connected component of MG containing x and let
⇠ 2 g. If y 2 MG, then Gy = G, so gy = g and ⇠M (y) = 0. Therefore, dhµ, ⇠i = ◆⇠

M

! = 0
on MG, so that hµ, ⇠i is constant on (MG)x. This being valid for all ⇠ 2 g implies that µ
is constant on (MG)x, as desired.

We can now prove the classical convexity theorem.

Proof of Theorem 3.3.37. From Corollary 3.3.34 it follows that µ(M) is convex and since
M is compact it is a polytope. In particular µ(M) contains the convex hull of µ(MT ).
We will now prove that µ(MT ) is finite and that its convex hull is equal to µ(M). Since
MT is a submanifold of M , it is locally connected and so its components are open subsets.
Since MT is closed in the compact M , it is compact as well and so it has finitely many
connected components. But µ is constant on each connected component of MT , hence
µ(MT ) is finite. By Theorem 3.3.33, the image of the moment map contains an open
neighbourhood of µ(x) in µ(x) + t0x, for each x 2 M . Therefore t0x = {0}, if µ(x) is an
extreme point of µ(M). This means that tx = t and hence

T = expT (t) = expT (tx) ⇢ Tx ⇢ T,

so that T = Tx. So every extreme point of µ(M) lies in µ(MT ). Because a convex polytope
is the convex hull of its extreme points (see [Brø83, Theorem 5.10]), this implies that µ(M)
is contained in the convex hull of µ(MT ).

It is natural to wonder what properties of a Hamiltonian T -space can be read o↵ of its
moment polytope. For instance, as we have shown in the proof of the convexity theorem,
the pre-image of the set of vertices of the moment polytope is contained in the fixed point
set MT . As a particular consequence we have:

Corollary 3.3.39. The number of fixed points of a Hamiltonian torus action on a compact
and connected manifold is strictly greater than the dimension of its moment polytope.

As can be seen from the example below, it is not true that every fixed point has to be
mapped to a vertex of the moment polytope. Similarly, if the isotropy group Tx of a point
x 2 M is trivial (or even discrete), then µ is a submersion at x and so µ(x) must lie in
the interior of the moment polytope. It may be tempting to believe that every point in
the interior of the moment polytope is a regular value of µ. This however is false as well,
as the following simple example shows.
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Example 3.3.40. Consider the Hamiltonian S1-action on (CP 2,� 1

⇡!0

), given by

� · [z
0

: z
1

: z
2

] = [z
0

: �z
1

: ��1z
2

],

with moment map defined by:

µ([z
0

: z
1

: z
2

]) =
|z

1

|2 � |z
2

|2
|z

0

|2 + |z
1

|2 + |z
2

|2 .

This has moment image µ(CP 2) = [�1, 1]. However, x = [1 : 0 : 0] is a fixed point (and
hence µ is singular at x) while µ(x) = 0. Therefore not every fixed point is mapped to a
vertex of [�1, 1] and not every interior point of [�1, 1] is a regular value of µ.

In Chapter 5 we will come across a class of compact and connected Hamiltonian T -spaces,
called toric manifolds, for which fixed points are always mapped to vertices of the moment
polytope and its the interior does consist entirely of regular values of the moment map. In
fact, for this class the moment polytope completely encodes the Hamiltonian T -space.
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Chapter 4

Intermezzo: stratified spaces by
examples

In this chapter we recall the notion of a stratification and its regular part, and we pro-
vide some examples of stratified spaces that we will come across in the coming chapter.
Roughly speaking, a stratification of a topological space is a partition of the space by man-
ifolds that fit together in a good way. Many singular spaces admit natural stratifications,
although they might not be a smooth manifold themselves.

Sections 4.1, 4.3 and 4.4 are based on [CM17], while Section 4.2 is based on [Joy10].

4.1 The definition of a stratification and its regular part

Stratifications are defined as follows.

Definition 4.1.1. Let X be a Hausdor↵, second-countable and paracompact topological
space. A stratification of X is a locally finite partition S = {Si}i2I of X satisfying:

• Each Si is a connected manifold endowed with the subspace topology, which is locally
closed in X.

• For each i 2 I, the closure of Si in X is a union of Si and some other Sj
0s of

dimension strictly smaller than that of Si.

The second condition is known as the frontier condition. An element of S is called a
stratum of the stratification and (X,S) is called a stratified space.

At a first glance, the frontier condition does not seem to be of a local nature. The following
lemma sheds a di↵erent light on this.

Lemma 4.1.2. Let X be a Hausdor↵, second-countable and paracompact topological space
and S a partition of X that satisfies all the axioms of a stratification, except for the
frontier condition. Then S is a stratification if and only if every x 2 X admits an open
neighbourhood U with the property that U \Sx ⇢ S and dim(Sx) < dim(S) for each S 2 S
that intersects U and is di↵erent from the member Sx through x.

Proof. First suppose that S is a stratification and let x 2 X. Then x admits an open
neighbourhood U that intersects only finitely many strata. By removing the finite union
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of those sets S (for S 2 S) that intersect U but do not contain x, we can assume that x
is contained in the closure of each stratum that intersects U . The desired condition on U
is then immediate from the frontier condition.

Conversely, suppose that every x 2 X admits an open neighbourhood with the above
property. To verify the frontier condition, let S, S0 2 S be distinct strata such that
S \ S0 6= ;. We need to show that dim(S) < dim(S0) and S ⇢ S0. For each x 2 S \ S0

there is an open neighbourhood U of x with the above property. Since S0 intersects U , it
then follows that dim(S) < dim(S0) and U \ S ⇢ S0 for each such x and U . The latter
shows that S \ S0 is open in S. Since it is closed in the connected space S as well, it
follows that S \ S0 = S. Thus S ⇢ S0, as desired.

Each stratification comes with a partial ordering: for S, S0 2 S, we say that S  S0 if and
only if S ⇢ S0. This allows one to speak of maximal strata. The following characterizes
these.

Proposition 4.1.3. Let (X,S) be a stratified space. Then S 2 S is maximal if and only
if it is open in X. Moreover, the union of all maximal strata is open and dense in X.

Proof. Let S 2 S be open and contained in S0 for some S0 2 S. Fix an x 2 S. Then S is
an open neighbourhood of x in X and x 2 S0, so S0 must intersect S and hence S = S0.
Conversely, suppose that S 2 S is maximal. Let x 2 S. As in the proof of the previous
lemma we choose an open neighbourhood U of x in X such that the closure of any stra-
tum that intersects U must contain x. By the frontier condition this implies that S ⇢ S0

for any stratum S0 that intersects U , so that S = S0 by maximality. We conclude that
S is the only stratum that intersects U , or in other words, U ⇢ S. Therefore S is open inX.

It remains to show that the union of all maximal strata is dense in X. Let x 2 X and Sx

the stratum through x. By locally finiteness of S, there are only finitely many strata S
such that Sx  S. Therefore we can inductively construct a strict chain

Sx := S
0

< S
1

< ... < Sk

where Sk is a maximal stratum. Then x 2 Sk and in particular x is contained in the
closure of the union of all maximal strata, which completes the proof.

Definition 4.1.4. Let (X,S) be a stratified space. The union of all maximal strata is
called the S-regular part of X.

A priori, we know that the S-regular part of X is a union of open strata which is dense
in X. In each of the coming sections we will introduce a di↵erent example of a stratified
space that will return in the coming chapter and in each example we will describe the
regular part more explicitly.

4.2 Manifolds with corners

The connected components of a smooth manifold form a stratification. More generally,
every manifold with boundary is stratified by the connected components of its interior and
of its boundary. One can generalize this even further to manifolds with corners. This is
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the aim of this section.

Let X be a topological space. We use the notation:

Rn
k := [0,1[k⇥Rn�k.

By an n-chart with corners on X we mean a pair (U,�) consisting of an open U in X and
an open topological embedding � : U ! Rn

k , for some k 2 {0, ..., n}. Given two subsets
A ⇢ Rn and B ⇢ Rm, we say that a map f : A ! B is smooth if it extends to a smooth
map from an open neighbourhood of A into Rm. Two n-charts with corners (U,�) and
(V,') on X are called smoothly compatible if both transition maps between them are
smooth maps in this sense. Just as for smooth manifolds without corners, this leads to a
notion of (maximal) smooth atlas for manifolds with corners.

Definition 4.2.1. A smooth n-manifold with corners is a second countable Hausdor↵
space X together with a maximal smooth atlas A consisting of n-charts with corners.

Since a manifold with corners is locally compact (as well as Hausdor↵ and second-countable),
it is paracompact. A manifold with corners comes with a natural stratification, defined
as follows. Let X be an n-manifold with corners. Given a point x 2 X and a chart (U,�)
around x that maps onto an open subset of Rn

k , we define depthX(x) to be the number of
i 2 {1, ..., k} for which �i(x) = 0.

Lemma 4.2.2. The number depthX(x) is independent of the choice of chart.

Proof. Let (U,�) and (V,') be two charts around x that are open embeddings into Rn
k

and Rn
l respectively. We can assume that �i(x) = 0 for all i  k and 'i(x) = 0 for all

i  l. If i 2 {1, ..., k} and j 2 {l + 1, ..., n}, then the path

t 7! �i('�1('(x) + tej))

in R is defined on an open neighbourhood of 0 in R and attains a minimum value of 0 at
t = 0. It follows that Jac(� �'�1)ij('(x)) = 0 for all such i and j. But Jac(� �'�1)('(x))
is invertible by the chain rule, which still holds since it does so on an open in Rn that is
dense in '(U). So the rows of its first k ⇥ l-block are linearly independent, which implies
that k  l. Reversing the roles of � and ', we obtain that l  k as well.

We thus obtain a well-defined number depthX(x) 2 {0, ..., n} for each x 2 X. Points of
depth 0 are called interior points of X, whereas points of depth n = dim(X) are called
vertices.

Definition 4.2.3. For each i 2 {0, ..., n}, let

P i(X) = {x 2 X| depthX(x) = i}.

The sets P i(X) form the partition by depths of X. The open faces of X are the con-
nected components of each of the subspaces P i(X) of X and the canonical stratification
of X is the collection of all of its open faces, denoted by S(X).

Proposition 4.2.4. The collection S(X) is indeed a stratification of X.
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Proof. Let x 2 Pk(X). Then there is a chart (U,�) for X around x for which �(U) is
open in Rn

k . From the definition of depth it follows that

�(U \ Pk(X)) = �(U) \ ({0}⇥ Rn�k).

As for manifolds without corners, this property implies that Pk(X) inherits the structure
of an (n � k)-manifold without corners from X. It implies as well that the open faces
of X are locally closed in X. To see that S(X) is locally finite and satisfies the frontier
condition, note that, in fact, the definition of depth implies more. Namely, we have that:

�(U \ Pj(X)) =

0

@
G

I⇢{1,...,k}: |I|=j

�(U) \ FI

1

A ,

where
FI = {x 2 Rn

k | xi = 0 if i 2 I and xi 6= 0 if i 2 {1, ..., k}\I}.
By shrinking U , we can assume that �(U) is convex. By convexity of the FI

0s, it fol-
lows that �(U) \ FI is convex, and hence connected, for each I ⇢ {0, ..., k}. Therefore
��1(�(U) \ FI) is contained in a single open face of X for each I, which implies that
U intersects finitely many open faces. So S(X) is locally finite. We further see that
U \ Pk(X) = U \ F where F is the open face of X through x. So if F 0 is a di↵erent
face that intersects U , then depth(F 0) < k. Therefore dim(F 0) > dim(F ). The fact that
{0}⇥ Rn�k ⇢ FI for each I ⇢ {1, ...., k} implies that U \ F ⇢ F 0. So by lemma 4.1.2 the
desired follows.

Remark 11. There is a unique open and dense member of the partition by depths of X:
the set of interior points P0(X). From the fact that the maximal strata are the open ones,
it is clear that the set of interior points is the S(X)-regular part of X.

4.3 Proper G-spaces and their orbit spaces

Proper G-spaces and their orbit spaces admit stratifications. From now on, let M denote
a proper G-space and X its orbit space. As for manifold with corners, we first define a
partition of M into possibly disconnected manifolds.

Definition 4.3.1. The isotropy type of a point x 2 M is the conjugacy class (Gx) of
the subgroup Gx in G. The relation x ⇠ y if and only if x and y have the same isotropy
type is an equivalence relation. Its equivalence classes are called the orbit types of the
G-space M .

Remark 12. Let us make a few short remarks on the orbit types. First of all, each orbit
type is a set of the form

M
(H)

= {x 2M | (Gx) = (H)},
for some subgroup H of G. Secondly, because Gg·x = gGxg

�1, each orbit is contained in
a single orbit type. Finally, the orbit types need not be connected. We illustrate this in
the next example.

Example 4.3.2. Consider the S1-action on S2, by rotation around the axis through the
north and south pole. There are two orbit types: the disconnected set consisting of the
north and south pole is the orbit type M

(S1
)

, while its complement M
({e}) is the other.
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Using the Slice Theorem for proper G-spaces (Theorem A.1 in the appendix), one can
show that the orbit types are submanifolds of M , the connected components of which may
have varying dimension. By passing to the connected components of the partition by orbit
types, we obtain a partition of M by connected submanifolds, which we call the canonical
stratification of M and denote by SG(M). Moreover, since each orbit is contained in a
single orbit type, the orbit projection ⇡ : M ! X sends the partition into orbit types to a
partition of the orbit space X. By passing to connected component we obtain a partition
of X into connected subspaces, which we call the canonical stratification of X and denote
by SG(X).

Theorem 4.3.3. The collection SG(M) is a stratification of M . Furthermore, for each
orbit type M

(H)

on M there is a unique smooth structure on ⇡(M
(H)

) for which ⇡ : M
(H)

!
⇡(M

(H)

) is a submersion. This provides the members of SG(X) with a smooth structure
for which the collection is a stratification of X.

The proof of this uses the Slice Theorem for proper G-spaces. This provides a local normal
form for the action around each orbit, which allows one to prove the above theorem by
induction on the dimension of M . A full proof can be found in [DK00].

Next, we will express the SG(M)-regular part of M and the SG(X)-regular part of X in
terms of the orbit types of M . The orbit types of M come with a natural partial ordering
defined by:

M
(H0)
M

(H1)
() H

1

is G-conjugate to a subgroup of H
0

.

The anti-symmetry of this relation can be shown using the fact that the isotropy groups of
a proper action are compact Lie groups. Having this partial ordering, one can talk about
maximal orbit types. The following theorem describes the maximal orbit types of M and
its orbit space X.

Theorem 4.3.4 (Principal orbit type theorem). Let M be a proper G-space and suppose
that its orbit space X is connected. Then there is a unique orbit type Mprin, called the
principal orbit type, that is open and dense in M . The principal orbit type is a greatest
element with respect to the partial ordering that we just defined. Furthermore, Mprin/G is
connected.

The proof of this again hinges on the Slice Theorem. See for instance [tD87, Thm 5.14]
for details.

Remark 13. The fact that Mprin is the greatest element can also be expressed by saying
that amongst the isotropy types occurring in M , there is a unique one (H)prin, called
the principal isotropy type, such that H is G-conjugate to a subgroup of Gx for every
x 2M .

The principal orbit type theorem has the following consequence for the regular parts.

Corollary 4.3.5. Let M be a proper G-space and suppose that its orbit space X is con-
nected. Then the SG(M)-regular part of M is the principal orbit type of M and the
SG(X)-regular part of X consists of the single stratum Mprin/G.

Suppose that the Lie group G is abelian. In this case, two subgroups of G are conjugate
precisely if they are equal, so that each isotropy type is represented by a unique subgroup
of G. Therefore it makes sense to speak of the principal isotropy group of M .
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Corollary 4.3.6. Let G be an abelian Lie group, acting properly on a manifold M . Sup-
pose M/G is connected. Then the principal isotropy group is trivial if and only if the
action is e↵ective.

Proof. The implication from left to right is immediate. Now suppose that action is e↵ec-
tive. Because G is abelian the principal isotropy group is not just conjugate, but equal to
a subgroup of Gx, for every x 2M . Therefore the principal isotropy group fixes all of M ,
which by e↵ectiveness of the action means that it is the trivial group.

4.4 The base and orbit space of a proper Lie groupoid

We will now generalize the canonical stratifications in the previous section to stratifications
on the base and orbit space of a proper Lie groupoid. Throughout, let G ◆ M be a proper
Lie groupoid and X its orbit space. Once again, we start by defining a partition of M .
Two representations (G, V ) and (H,W ) are called equivalent if there is an isomorphism
of Lie groups ' : G! H and a linear isomorphism L : V !W such that:

L(g · v) = '(g) · L(v)

for all g 2 G and v 2 V . We write (G, V ) ⇠ (H,W ) if (G, V ) and (H,W ) are equivalent
representations.

Definition 4.4.1. The relation

x ⇠ y () (Gx,Nx) ⇠ (Gy,Ny)

is an equivalence relation on M . Its equivalence classes are called the Morita types of
the Lie groupoid G ◆ M . We denote the Morita type through x 2M by M

(x).

The Morita types turn out to be submanifolds of M , the connected components of which
may have varying dimensions. By passing to the connected components we obtain a
partition of M by connected submanifolds, which we call the canonical stratification
and denote by SG(M). As before, the partition by Morita types is mapped to a partition
of the orbit space X by the orbit projection and by passing to connected components we
obtain a partition of X by connected subspaces that we call the canonical stratification
of X and denote by SG(X). To see that the partition by Morita types indeed descends
to a partition on X, one needs to verify that all points on a single orbit O belong to the
same Morita type. This holds because, for any two points x, y 2 O there is a g 2 G such
that s(g) = x and t(g) = y, and conjugation by g is a Lie group isomorphism Gx ! Gy

which is compatible with the isomorphism of vector spaces mg : Nx ! Ny coming from
the Lie groupoid action of GO on the normal bundle NO ! O.

Theorem 4.4.2. The collection SG(M) is a stratification of M . Furthermore, for each
Morita type M

(x) of M there is a unique smooth structure on the Morita type ⇡(M
(x))

of X for which ⇡ : M
(x) ! ⇡(M

(x)) is a smooth submersion. This provides members of
SG(X) with a smooth structure for which the collection is stratification of X.

A full proof can be found in [CM17]. It hinges on the Linearization Theorem for proper
Lie groupoids. This is a generalization of the Slice Theorem for proper G-spaces that
provides a local normal form for the Lie groupoid around each orbit.
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Lastly, we discuss what the regular parts of these stratifications are. Contrary to the
partition of orbit types, there is no obvious partial order on the Morita types. We can
however still relate the regular parts to the Morita types by a theorem analogous to the
principal orbit type theorem for proper G-spaces. The characterization of maximal strata
as being the open strata in X and an analysis of a local model for the proper Lie groupoid
around a point x 2M leads to:

Proposition 4.4.3 ( Lemma 4.31, [CM17] ). A point x 2M belongs to the SG(M)-regular
part of M if and only if the isotropy action of Gx on Nx is trivial.

As an immediate corollary we have:

Corollary 4.4.4. The SG(M)-regular part is a union of Morita types.

The principal Morita type theorem gives an even stronger specification of the regular parts.

Theorem 4.4.5 (Principal Morita type theorem). Let G ◆ M be a proper Lie groupoid
and suppose that the orbit space X is connected. Then the SG(X)-regular part of X is
connected and hence it is a single stratum of X.

This is proved in [CM17]. Using this and the previous result, one can derive:

Corollary 4.4.6. Let G ◆ M be a proper Lie groupoid and suppose that the orbit space
X is connected. Then on both M and X there is a unique open and dense Morita type
(which coincides with the regular part).

In analogy with the case of proper group actions, we will call the unique open and dense
Morita types above the principal Morita types of M and X.

Remark 14. We end this chapter with some closing remarks. See [CM17] for proofs.

1. Using the Principal Morita type theorem it is not hard to show that the principal
Morita type of M is connected if both the orbits and the orbit space of G are
connected.

2. If M is a proper G-space, then the action groupoid G n M ◆ M is a proper Lie
groupoid and its orbit space is that of the G-action. The canonical stratifications
on M and M/G that we have defined in the last two sections coincide, although the
partitions into orbit types and Morita types of M do not necessarily coincide.
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Chapter 5

A classification of toric T
⇤

-spaces

In this chapter we focus on the class of toric T
⇤

-spaces. We classify the toric T
⇤

-spaces over
a given integral a�ne manifold (B,⇤) in terms of the moment image and a cohomology
class. Both the classical notions of toric manifolds and Lagrangian fibrations belong to this
class and when applied to these special cases our classification result reduces to Delzant’s
classification of toric manifolds and Duistermaat’s classification of Lagrangian fibrations,
respectively.

5.1 Main properties of toric T⇤-spaces
Throughout the rest of this chapter, let (B,⇤) denote an integral a�ne manifold.

Definition 5.1.1. A toric T
⇤

-space is a Hamiltonian T
⇤

-space µ : (S,!)! B, for which:

• The action is free on an open and dense subset of S.

• dim(S) = 2dim(B).

• The moment map µ is closed as a map onto its image and its fibers are connected.

Let us shed some light on the above conditions. If S/T
⇤

is connected, then in view of the
Principal Morita type Theorem, the first condition is equivalent to the condition that the
action is free at some point of S. It ensures in particular that the moment map is a weak
isotropic realization of (B, 0). Therefore the dimension of S is at least twice the dimension
of B. The case in which dim(S) = 2dim(B) is the most ideal situation. This will become
clearer in the coming section, where we will study toric representations. Finally, the con-
ditions for µ to be closed as a map onto its image and have connected fibers ensures that
the moment map descends to a homeomorphism from the orbit space of the action onto
its moment image. Moreover, it implies that the moment image is locally polyhedral and
has the structure of a Delzant submanifold, as will be shown in Section 5.1.3.

Throughout this chapter there are two main examples to keep in mind, which we will
return to at the end of the chapter.

Example 5.1.2. A Hamiltonian T -space (S,!, µ) is called a toric manifold if S is
compact and connected, dim(S) = 2dim(T ) and the T -action is e↵ective. Due to Corollary
4.3.6 this class of Hamiltonian T -spaces corresponds to the compact and connected toric
T
⇤

T

-spaces over (t⇤,⇤⇤
T ).
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Example 5.1.3. As we saw in Section 3.1, a Lagrangian fibration µ : (S,!) ! B with
compact and connected fibers induces an integral a�ne structure on B. Those that induce
the given integral a�ne structure ⇤ on the base B correspond to principal T

⇤

-bundles over
(B,⇤). Therefore they are examples of toric T

⇤

-spaces.

5.1.1 Toric representations

In Section 3.2 we found that the local behaviour of a Hamiltonian T
⇤

-space is governed
by its symplectic isotropy representations. For toric T

⇤

-spaces the symplectic isotropy
representations belong to a special class: the toric T -representations. In this section we
classify the toric T -representations in terms of their moment image. This should be viewed
as a preliminary version of the classification of toric T

⇤

-spaces. The results and proofs in
this section are mostly reformulations of those in [LT97].

Definition 5.1.4. Let G be a compact and abelian Lie group and G ! Sp(V,!) a
symplectic representation. We say that the representation is dependency-free if its
standard moment map is a submersion on an open and dense subset of V and

dim(G) =
1

2
dim(V ).

Secondly, we say that it is toric if the action is free on an open and dense subset of V
and the above condition on dimensions holds.

Remark 15. Observe that a toric G-representation is in particular dependency-free. Fur-
thermore, the action is free on an open and dense subset of V if and only if it is e↵ective.
This follow from Corollary 4.3.6.

The term toric is justified by the next lemma.

Lemma 5.1.5. Let (V,!) be a toric representation of a compact, abelian Lie group G.
Then G is a torus.

Proof. Since the action of G is e↵ective, the morphism of Lie groups G ! Sp(V,!) is
injective. Any injective morphism of Lie groups is immersive, so the above on is an
embedding by compactness of G. Therefore we can assume that G is a compact Lie
subgroup of Sp(V,!). Since G is compact we can choose an equivariant !-compatible
complex structure J on V . Then the representation of G is unitary with respect to this
complex structure and the Hermitian inner-product h defined by

h(v, w) = !(v, Jw)� i!(v, w), v, w 2 V.

Thus G ⇢ U(V, J, h). Choose a unitary decomposition of V into irreducible complex sub-
representations and choose unitary basis of V which is compatible with this decomposition.
This basis induces an isomorphism of Lie groups U(V, J, h)! U(n) that sends G into the
closed matrix subgroup U(1)n ⇢ U(n) consisting of diagonal matrices in U(n). This ma-
trix subgroup is a torus of dimension n, because it consists of the diagonal matrices with
diagonal entries in U(1). Since G has dimension n, it must be a codimension-0 (and hence
open) submanifold of U(1)n. On the other hand, it is compact and hence closed in U(1)n.
So by connectedness U(1)n = G and hence G is a torus.

The following proposition shows that the toric T -representations are classified by those
polyhedral cones in t⇤ that are generated by a basis of ⇤⇤

T . Such polyhedral cones are
called smooth.
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Proposition 5.1.6. Let T be an n-dimensional torus. The following holds.

a) A symplectic T -representation is dependency-free if and only if its weight-tuple is a
basis of t⇤.

b) A symplectic T -representation is toric if and only if its weight-tuple forms a basis of
the lattice ⇤⇤

T .

c) The map that associates to each unordered basis {↵
1

, ...,↵n} of ⇤⇤
T the polyhedral

cone generated by (↵
1

, ...,↵n) is a bijection from the set of such n-tuples to the set
of smooth polyhedral cones.

Consequently, we have a bijection:

{Isomorphism classes of toric T -representations }! {Smooth polyhedral cones in t⇤}
[(V,!)] 7! µV (V )

Proof. Suppose that we are given a symplectic T -representation (V,!). Let (↵
1

, ...,↵n)
be its weights and let µ be its standard moment map. For part a, assume first that the
representation is dependency-free. Then µ must be a submersion at some point of v 2 V .
As a consequence of the submersion theorem, µ(v) lies in the interior of µ(V ). By corollary
3.3.17 and the assumption that n = dim(T ) = 1

2

dim(V ) we have:

µ(V ) = Cone(↵
1

, ...,↵n).

Hence the weight-tuple must be linearly independent, for otherwise µ(V ) would be con-
tained in a hyperplane in t⇤ and its interior would be empty. Conversely, assume that the
weights form a basis of t⇤. Then since the weight-tuple has length 1

2

dim(V ), it follows that
dim(T ) = 1

2

dim(V ). Moreover, one easily computes that the map

Cn ! t⇤, z 7!
nX

j=1

|zj |2↵j

is submersion at those points where zj 6= 0 for all j, because the weights form a basis of t⇤.
So it follows from Corollary 3.3.17 that µ is a submersion on an open and dense subset of V .

Next, we adress part b. By a and the fact that ⇤⇤
T is a full lattice in t⇤ we know that,

under either of the two assertions in b, the weights form a basis of t⇤ and the representation
is dependency-free. Suppose this is the case. Let {↵1, ...,↵n} be the dual basis of t to
{↵

1

, ...,↵n} and let ⇤ be their Z-span. Then ⇤⇤ is Z-spanned by {↵
1

, ...,↵n}, hence
⇤⇤ ⇢ ⇤⇤

T which implies ⇤T ⇢ ⇤. By the weight-classification theorem we may assume that
(V,!) = (Cn,!

0

), where T acts on Cn as

exp(⇠) · (z
1

, ..., zn) = (e2⇡i↵1(⇠)z
1

, ..., e2⇡i↵n

(⇠)zn), ⇠ 2 t.

Consider the open subset U = {z 2 Cn| zj 6= 0 for all j} of Cn. From the above expression
for the action one directly verifies that

exp(⇤) = Tz

for each z 2 U . Hence Tz is trivial for all z in the open and dense subset U of Cn if and
only if ⇤ ⇢ ⇤T . So part b follows.
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Finally we prove assertion c. The surjectivity of the map in question holds by our definition
of a smooth polyhedral cone. Hence it remains to verify injectivity. To this end, let C be
a smooth polyhedral cone in t⇤, generated by both the bases (↵

1

, ...,↵n) and (�
1

, ...,�n) of
the lattice ⇤⇤

T . Using that both tuples form a basis of t⇤, it is straightforward to deduce
from this that (after a possible reordering) there are t

1

, ..., tn 2 R>0

such that ↵j = tj�j
for each j. Geometrically speaking, this can be phrased as saying that the polyhedral cone
C is pointed and it has n extreme rays given by both {R�0

·↵
1

, ..., R�0

·↵n} and {R�0

·�
1

,
..., R�0

· �n}. Since (�
1

, ...,�n) forms a basis of ⇤⇤
T and ↵j 2 ⇤⇤

T for each j it follows that
tj 2 Z for each j. Reversing the roles of the ↵j and �j , the same argument shows that
1

t
j

2 Z for each j. Hence tj = 1 for each j and the proposition is proven.

The following lemma allows us to apply the preceding proposition to general Hamiltonian
T -spaces.

Proposition 5.1.7. The symplectic isotropy representations of a toric T
⇤

-space are toric
representations.

Proof. Let µ : (S,!)! B be the toric T
⇤

-space, x 2 S, b = µ(x) and T = T ⇤
b B/⇤b. First

we observe that

dim(Sx) = dim(S)� (dim(Ox) + dim(t0x))

= dim(S)� 2(dim(T )� dim(Tx))

= 2dim(Tx).

since dim(T ) = dim(B). Secondly, by the local normal form for Hamiltonian T
⇤

-spaces
there is an open neighbourhood of the orbit through [e, 0, 0] in T ⇥T

x

(t0x⇥Sx) inside which
the points [t,↵, v] with trivial isotropy group lie open and dense. Observe that

T
[t,↵,v] = T

[e,↵,v] = (Tx)v

since T is abelian and the action of Tx on t0x is trivial. One could now conclude the
existence of a point in Sx with trivial isotropy group and appeal to the Principal Orbit
Type Theorem to conclude that the action is free on an open and dense subset of Sx.
Alternatively, one can use that (Tx)sv = (Tx)v for all s > 0 (by linearity of the action on
Sx) to derive directly from the above that the action on Sx is free on an open and dense
subset. Anyhow, the desired representation is toric.

Together with Lemma 5.1.5 this yields:

Corollary 5.1.8. The isotropy groups of a toric T
⇤

-space are tori.

5.1.2 Delzant submanifolds

As we will see throughout this chapter, toric T
⇤

-spaces are closely related to Delzant
submanifolds. In this section we introduce these and discuss their properties.

Definition 5.1.9. A Delzant submanifold of an integral a�ne manifold (B,⇤) is a subset
� ⇢ B such that for every point p 2 � there is an integral a�ne chart (U,�) of (B,⇤)
around p for which �(p) = 0 and �(� \ U) is an open neighbourhood of 0 in

Rn
k = [0,1[k⇥Rn�k

for some k 2 {0, ..., n}.
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A Delzant submanifold is a manifold with corners and therefore comes with a stratification
by open faces. These faces are integral a�ne submanifolds of (B,⇤).

Definition 5.1.10. We say that a subspace F ⇢ B is an integral a�ne submanifold if
there is a k 2 N such that for every x 2 F there is an integral a�ne chart (U,�) for (B,⇤)
around x and an open V ⇢ Rk for which:

�(U \ F ) = V ⇥ {0} ⇢ Rk ⇥ Rn�k.

Proposition 5.1.11. Let (B,⇤) be an n-dimensional integral a�ne manifold. A Delzant
submanifold � ⇢ (B,⇤) is an n-manifold with corners. Furthermore, each P i(�) is an
(n� i)-dimensional integral a�ne submanifold of (B,⇤).

Proof. By definition of a Delzant submanifold, for each p 2 �, there is an integral a�ne
chart (Up,�p) around p such that �p(� \ Up) is an open neighbourhood of �(p) = 0 in
Rn
k for some k. Restricting each of these charts (U,�) to U \� yields an atlas of n-charts

with corners for �. This atlas is smooth due to the fact that all charts (U,�) are smoothly
compatible. Thus � is an n-manifold with corners. Using an atlas of � consisting of charts
that are restrictions of integral a�ne charts for (B,⇤), the proof of Proposition 4.2.4 shows
that each P i(�) is an (n� i)-dimensional integral a�ne submanifold of (B,⇤).

The next result gives part of a relationship between integral a�ne submanifolds, sublattices
of ⇤ and sub-torus bundles of T

⇤

.

Definition 5.1.12. Let F be an integral a�ne submanifold of (B,⇤). We denote by ⇤F

the lattice j⇤(⇤|F ) in T ⇤F , where j : F ! B is the inclusion map.

Proposition 5.1.13. An integral a�ne submanifold F of (B,⇤) admits an integral a�ne
structure, encoded by the lattice ⇤F . Moreover, ⇤\TF 0 is a smooth lattice in the conormal
bundle TF 0 and the obvious sequence:

0! TF 0

⇤ \ TF 0

! T
⇤

|F
j⇤�! T

⇤

F

! 0 (5.1)

is a short exact sequence of torus bundles over F.

Proof. As for ordinary submanifolds, the integral a�ne charts in the definition of an
integral a�ne submanifold give rise to an atlas A that turns F into a manifold. For each
such chart (U,�) for F that comes from an integral a�ne chart (Û , �̂) for (B,⇤), we have:

⇤b = Z d�̂1

b � ...� Z d�̂n
b (5.2)

and hence:
(⇤F )b = Z d�1

b � ...� Z d�k
b (5.3)

for all b 2 U , because �̂j |U = �j if j  k and �̂j |U is constant if j > k. This implies
that ⇤F is a smooth Lagrangian lattice in (T ⇤F,⌦can), as becomes clear from a closer
inspection of the first part of the proof of Proposition 2.2.11. Therefore F has an integral
a�ne structure encoded by ⇤F . By (5.2) it further follows that:

⇤b \ TbF
0 = Z d�̂k+1

b � ...� Z d�̂n
b

for all b 2 U . Since d�̂k+1, ..., d�̂n forms a local frame of TF 0, this shows that ⇤ \ TF 0

is a smooth lattice in TF 0. The fact that the given sequence is a short exact sequence of
Lie groupoids is now straightforward and so this completes the proof.
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Let us just mention that one can rephrase the condition that a submanifold F is an integral
a�ne submanifold, purely in terms of the lattices ⇤F and ⇤ \ TF 0, by generalizing the
notion of primitive sublattices to the realm of vector bundles.

5.1.3 Morita types and the open faces of the moment image

In this section we study the relationship between the orbit space of a toric T
⇤

-space and
its moment image.

Notation 1. Throughout this section, let µ : (S,!) ! B be a toric T
⇤

-space and � =
µ(S). Moreover, given a fixed x 2 S we will always denote b = µ(x), T = T ⇤

b B/⇤b and
we canonically identify t⇤ with TbB. Finally, we let (↵

1

, ...,↵k) denote the weight-tuple of
the symplectic isotropy representation at x and ⇡ : t⇤ ! t⇤x the dual map to the inclusion
tx ! t.

The following theorem is a first sign of the relationship between toric T
⇤

-spaces and Delzant
submanifolds.

Theorem 5.1.14. Let x 2 S be given. The following statements hold true.

a) The subset � is locally polyhedral (in the sense of Definition 3.3.28) and the polyhe-
dral cone of � at b is

⇡�1(Cone(↵
1

, ...,↵n)) ⇢ t⇤ = TbB.

b) The moment image � is a Delzant submanifold of (B,⇤).

c) The Lie algebra of (T
⇤

)x is TbF
0, where F is the open face of � through b.

Proof. Assertion a is immediate from Theorem 3.3.33. From this assertion it follows that
there is an open neighbourhood U of b on which logb is defined and maps U\� onto an open
neighbourhood of 0 in ⇡�1(Cone(↵

1

, ...,↵n)). Since the symplectic isotropy representation
at x is toric, its weights form a basis of the lattice ⇤⇤

T
x

. Hence the dual basis {↵1, ...,↵k}
of tx is a basis of ⇤T

x

. By Corollary 2.2.6, ⇤T
x

is a primitive sublattice of ⇤b, so this basis
extends to one of ⇤b. This in turn dualizes to a basis {�

1

, ..., �n} of ⇤⇤
b with the property

that

⇡(�j) =

(
↵j if j  k

0 if j > k

Let A : (TbB,⇤⇤
b) ! (Rn,Zn) be the corresponding isomorphism of integral a�ne vector

spaces. Then A maps the cone ⇡�1(Cone(↵
1

, ...,↵k)) onto Rn
k and therefore (U,A � logb)

is an integral a�ne chart that maps b to 0 and U \� onto an open neighbourhood of 0
in Rn

k . This proves that � is a Delzant submanifold. From the construction it is clear as
well that:

t0x = Ker(⇡)

= spanR{�k+1

, ..., �n}
= TbF

where in the last step we used that d(A � logb)b = A. So part c follows as well.
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Corollary 5.1.15. Let x 2 S, b = µ(x) and let F be the open face of � through b. Then
the exponential map of (T

⇤

)b descends to an isomorphism from TbF
0/(⇤b \ TbF

0) to the
isotropy group (T

⇤

)x.

Proof. Since the isotropy group (T
⇤

)x is a subtorus of (T
⇤

)b, the exponential map of (T
⇤

)b
maps its Lie algebra TbF

0 onto (T
⇤

)x. The result now follows because

⇤b \ TbF
0 = Ker(exp |T

b

F 0).

As it turns out, the canonical stratification on the orbit space of a toric T
⇤

-space and the
stratification by open faces of its moment image � are closely related via the moment
map. This the content of the next theorem.

Theorem 5.1.16. The moment map factors through an isomorphism of stratified spaces:

µ̄ : S/T
⇤

! �.

That is, it is a homeomorphism that maps each stratum of S/T
⇤

di↵eomorphically onto a
stratum of �.

In the remainder of this section we aim the prove this. We need two intermediate results,
starting with a lemma.

Lemma 5.1.17. Two points x, y 2 S have the same Morita type if and only if depth
�

(µ(x)) =
depth

�

(µ(y)). In other words, the partition of S by Morita types coincides with the pre-
image under µ of the partition of � by depth.

Proof. If two points x, y 2 S have the same Morita type, then their isotropy groups have
the same dimension and so depth

�

(µ(x)) = depth
�

(µ(y)). For the converse it will be
enough to show that, for each x 2 S, the isotropy representation of T

⇤

at x is equivalent to
the direct sum of the trivial representation of Tk on Rn�k and the standard representation
of Tk on Ck, where k = depth

�

(µ(x)) and 2n = dim(S). Let x 2 S, b = µ(x) and
T = T ⇤

b B/⇤b. As we have seen, the isotropy representation on Nx decomposes as t0x � Sx,
where the action is trivial on the first summand. By the weight-classification theorem,
Sx is isomorphic to C↵1 � ... � C↵

k

as symplectic Tx-representation. The dual basis to
the weight-tuple (↵

1

, ...,↵k) of the symplectic isotropy representation at x forms a basis
of the lattice ⇤T

x

. This basis induces an isomorphism of Tx with Tk, which interwines the
Tx-representation C↵1 � ...�C↵

k

with the standard representation on Ck, as can be easily
verified. This concludes the proof.

Proposition 5.1.18. Let F be an open face of �, k = dim(F ) and i : µ�1(F ) ! S
the inclusion. Then the pre-image µ�1(F ) is a symplectic submanifold of dimension 2k.
Moreover, the map µ : (µ�1(F ), i⇤!)! F is a principal Hamiltonian T

⇤

F

-bundle:

(T
⇤

F

,⌦
⇤

F

)

F

(µ�1(F ), i⇤!)

F

µ µ

with ⇤F as in Definition 5.1.12. Consequently, the fibers of µ coincide with the T
⇤

-orbits.
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Proof. We first show that µ�1(F ) is a symplectic submanifold. Let x 2 µ�1(F ), b = µ(x)
and T = T ⇤

b B/⇤b. Fix a linear projection p : t! tx. In view of theorems 3.2.3 and 5.1.14c
it is enough to prove that M�1(t0x) is a symplectic submanifold of (T ⇥T

x

(t0x � Sx),⌦) at
[e, 0, 0], where M is given by

T ⇥T
x

(t0x ⇥ Sx)! t⇤, [t,↵, s] 7! p⇤(µS
x

(s)) + ↵.

Now we notice that

M�1(t0x) = T ⇥T
x

t0x. (5.4)

Indeed, [t,↵, s] 2 M�1(t0x) if and only if µS
x

(s) = 0, because p⇤ is injective and its im-
age is a linear complement to t0x in t⇤. Moreover, because the weights of the symplectic
isotropy representation at x are linearly independent, it follows from Corollary 3.3.17 that
µS

x

(s) = 0 if and only if s = 0. Hence (5.4) holds. So we see that M�1(t0x) is indeed
a submanifold and by Proposition A.4 it follows that the tangent space to M�1(t0x) at
[e, 0, 0] is a symplectic linear subspace of the tangent space to the model at [e, 0, 0], as was
left to be shown.

Now let us turn to the second statement. Let ◆ : F ! B denote the inclusion. By
Proposition 5.1.13 we have a short exact sequence of torus bundles over F :

0! TF 0

(⇤ \ TF 0)
! T

⇤

|F ◆⇤�! T
⇤

F

! 0.

By exactness and the fact that TF 0/(⇤ \ TF 0) is the isotropy bundle of the T
⇤

|F -action
along µ : µ�1(F )! F , this action descends to a free action of T

⇤

F

along µ : µ�1(F )! F .
In particular, the T

⇤

F

-orbits are k-dimensional. The T
⇤

F

-action is Hamiltonian, because
µ�1(F ) is a symplectic submanifold of (S,!) and ◆⇤ pulls back the canonical symplectic
form on T

⇤

F

back to the restriction of the canonical symplectic form on T
⇤

to T
⇤

|F . Con-
sequently, µ : µ�1(F )! F is a submersion, being the moment map of a free Hamiltonian
groupoid space. It follows that the fibers of µ are k-dimensional. The moment map µ
is T

⇤

invariant since the source and target map of T
⇤

coincide. Therefore the fibers of µ
are unions of T

⇤

F

orbits. Since each such orbit is a codimension 0 submanifold of such a
fiber, it must be an open subset thereof. So since we assumed the fibers to be connected,
each fiber must coincide with a single T

⇤

F

-orbit. All in all, this proves that the desired
T
⇤

F

-bundle is principal. The final claim follows from the remark that the T
⇤

-orbit through
a point in µ�1(F ) coincides with that of T

⇤

F

, as the action of T
⇤

F

descends from that of
T
⇤

|F via the above short exact sequence. This proves the proposition.

We can now derive the desired theorem.

Proof of Theorem 5.1.16. An equivalent way of saying that the fibers of µ are the T
⇤

-
orbits, is that µ factors through a bijection

µ̄ : S/T
⇤

! �.

Since the map µ is continuous and closed onto its image, so is µ̄ and hence it is a homeo-
morphism. By the previous lemma, µ̄ maps each Morita type of S/T

⇤

homeomorphically
onto a member of the partition of � by depth, and so the same holds for the strata. It
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thus remains to verify that it does so di↵eomorphically. The restriction µ : µ�1(F ) ! F
being a principal T

⇤

F

-bundle, it factors through a di↵eomorphism:

µ�1(F )/(T
⇤

|F ) = µ�1(F )/T
⇤

F

! F.

Now recall that for each stratum R the projection ⇡ : ⇡�1(R)! R is a surjective submer-
sion. Here ⇡ : S ! S/T

⇤

is the orbit projection. Together with the fact that µ�1(F ) is
T
⇤

-invariant, this implies that the canonical inclusion µ�1(F )/(T
⇤

|F ) into S/T
⇤

is a di↵eo-
morphism onto the stratum µ�1(F )/T

⇤

. Therefore µ̄ : µ�1(F )/T
⇤

! F is the composition
of two di↵eomorphisms and hence a di↵eomorphism itself.

5.1.4 Local isomorphism types

With the understanding of toric T
⇤

-spaces that we have gained thus far, we can show that
the local structure of a toric T

⇤

-space is fully encoded in the local properties of its moment
image. This is the content of the theorem below.

Theorem 5.1.19. Let µi : (Si,!i) ! B be two toric T
⇤

-spaces and let �i = µ(Si) for
i 2 {1, 2}. If the germs of �

1

and �
2

at a point b 2 �
1

\�
2

agree, then there is an open
neighbourhood U of b in B and an isomorphism of Hamiltonian T

⇤

|U -spaces:

(µ�1

1

(U),!
1

) (µ�1

2

(U),!
2

)

U
µ1

'

µ2

Proof. Fix some xi 2 µ�1

i (b). Because the germs of �
1

and �
2

at b agree, so do their
polyhedral cones and the tangent spaces to their open faces at b. From the latter and
Corollary 5.1.15 it follows that

(T
⇤

)x1 = (T
⇤

)x2 . (5.5)

We will denote this group by H. From this and Theorem 5.1.14c we conclude that the
weights of the symplectic isotropy representations at x

1

and x
2

span the same cone in
h⇤. Therefore, the classification theorem for toric representations implies that there is an
isomorphism of symplectic H-representations ' : (Sx1 ,!x1) ! (Sx2 ,!x2). This in turn
provides an isomorphism of Hamiltonian T -spaces:

 : T ⇥H (h0 � Sx1)! T ⇥H (h0 � Sx2), [t,↵, s] 7! [t,↵,'(s)].

Here we use the same choice of linear projection p : t ! h to equip both models with
a symplectic structure and moment map. One can directly verify that the above map is
symplectic by chasing through the construction of the symplectic form on the model in
the Appendix.

As in the local normal form theorem, choose an open neighbourhood Ub of b on which
logb is defined and consider the induced Hamiltonian T -action on µ�1

i (Ub), for both i 2
{1, 2}. By that theorem each orbit Ox

i

admits a T -invariant open neighbourhood Vi ⇢
µ�1

i (Ub) which is isomorphic to a T -invariant open neighbourhood Wi of Ox
i

in T ⇥H

(h0 � Sx
i

), by an isomorphism that restricts to the identity on Ox
i

. Replacing W
1

by
W

1

\  �1(W
2

) and shrinking W
2

, V
1

and V
2

accordingly, we can assume that  maps W
1

onto W
2

. By the fact that µi is closed as map onto �i and that µ�1

i (b) = Ox
i

, we can
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find open neighbourhoods Ui of b in U
0

such that µ�1

i (Ui) ⇢ Vi. Since isomorphisms of
Hamiltonian T -spaces intertwine moment maps, the composition of the three isomorphisms
above yields an isomorphism from µ�1

1

(U) onto µ�1

2

(U), for U = U
1

\U
2

. This is the desired
isomorphism.

5.2 Constructing a toric T⇤-space out of a Delzant subman-
ifold

In the next section we will classify the toric T
⇤

-spaces with moment image a given Delzant
submanifold � ⇢ (B,⇤). The method for doing so closely resembles the classification of
principal Tn-bundles by means of their cocycles. In fact, our method is a generalization
of this. The idea of this method is to fix a principal Tn-bundle, called the reference
bundle, and to cook up a Čech cohomology class that measures whether or not a given
principal Tn-bundle is isomorphic to the reference bundle. In the case of principal Tn-
bundles, the choice of reference bundle comes for free: we can just take the trivial principal
Tn-bundle. Duistermaat generalized this to a classification of Lagrangian fibrations, or
in other words, he classified the principal Hamiltonian T

⇤

-bundles over a given integral
a�ne manifold (B,⇤). In that case, the choice of reference bundle comes for free as well:
it is T

⇤

, considered as a principal Hamiltonian T
⇤

-bundle by the left action on itself. We
will generalize this classification by very similar means. In contrast with the previous two
cases, in our generality the choice of a reference space does not present itself immediately,
as was already the case in Delzant’s classification of toric manifolds. The goal of this
section is to construct it. In other words, we aim to prove:

Theorem 5.2.1. Let � ⇢ (B,⇤) be a Delzant submanifold. Then there is a toric T
⇤

-space

µ
�

: (S
�

,!
�

)! B

with the property that µ
�

(S
�

) = �.

When he classified toric manifolds, Delzant already proved this theorem for Delzant poly-
topes, which coincide with the compact and connected Delzant submanifolds of (Rn,Zn).
The construction that we give is however di↵erent from Delzant’s construction.

5.2.1 The topology of S
�

We have seen that a toric T
⇤

-space with moment image � is partitioned into principal
Hamiltonian T

⇤

F

-bundles over each of the open faces F of �. At the level of sets, we define
µ
�

: S
�

! B as the simplest such candidate. Namely, in light of Proposition 5.1.13, we
can define:

µ
�

: S
�

:=
G

F2S(�)

T
⇤

F

! B

where µ
�

restricts to the bundle projection T
⇤

F

! F for each open face F of �. This has
image �, as desired. To obtain a suitable topology on S

�

, we realise it as a quotient of
T
⇤

|
�

, as follows. For each open face F of �, we let

KF =
TF 0

⇤ \ TF 0

,
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and we let

K
�

=
G

F2S(�)

KF .

This is a (discrete) subgroupoid of T
⇤

|
�

. From Proposition 5.1.13 it follows that S
�

can
be realised canonically as the quotient:

T
⇤

|
�

K
�

We endow S
�

with the quotient topology. Under this identification, the bundle projection
T
⇤

|
�

! � descends to the map µ
�

, which is therefore continuous. Moreover, the canonical
left action of T

⇤

on T
⇤

|
�

! � commutes with the action of K
�

along T
⇤

|
�

! �, and
hence descends to a left action of T

⇤

along µ
�

: S
�

! B.

Proposition 5.2.2. The map µ
�

is continuous, closed onto its image and has connected
fibers. Moreover, the T

⇤

-action is free on the open and dense subset S
˚

�

of S
�

.

Notation 2. Given an open subset U of B or of �, we denote by (S
�

)U the open subset
µ�1

�

(U). We do however make one exception: if U = �̊ is the interior of the manifold with
corners �, then we write S

˚

�

for µ�1

�

(U).

Proof. We have already shown that µ
�

is continuous. By construction its fibers are tori
and so they are connected. It is clear as well that the action is free on S

˚

�

, so it remains to
verify that this is an open and dense subset, and that µ is closed onto its image. To this
end, note that T

⇤

! B is a fiber bundle and hence T
⇤

|
�

! � is a continuous fiber bundle.
The bundle projection of a continuous fiber bundle with compact fibers is closed onto its
image (by local triviality and the Tube Lemma). So because closedness is preserved when
factoring through a quotient map, µ

�

is closed onto its image. Moreover, since the interior
�̊ = P0(�) is open and dense in � and T

⇤

|
�

! � is a continuous fiber bundle, so is T
⇤

|
˚

�

in T
⇤

|
�

. Since it is saturated as well, this in turn implies that its image S
˚

�

under the
quotient map is open and dense in S

�

.

In the remaining sections we equip S
�

with a suitable smooth and symplectic structure.

5.2.2 The local structure and symplectic cuts

In this section we show how to equip S with the desired structure in the special case in
which (B,⇤) = (Rn,Zn) and � = Rn

k . We will do this by means of a procedure that is
called the symplectic cut. What we will use is only a special case of the more general
symplectic cutting procedure introduced in [Ler95]. This will later serve as a local model
for the general case.

Suppose that TZn acts along a map µ : (M2n,!)! Rn in a Hamiltonian way. The standard
coordinates on Rn induce an isomorphism of symplectic groupoids:

(TZn ,⌦Zn) ⇠= (Tn ⇥ Rn,!
0

)

where the symplectic groupoid on the right-hand side is the action groupoid of the trivial
action of Tn on Rn. So we can interpret this action as a Hamiltonian Tn-action on (M,!)
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with moment map µ. Let us fix some notation. Let k 2 {0, ..., n}. For I ⇢ {1, ..., k}
(which by convention is empty if k = 0) we denote

TI = {� 2 Tn| �i = 1 if i /2 I}.

Furthermore, we write:

• Tj := T{j},

• Tk := T{1,...,k} = {� 2 Tn| �j = 1 if j > k}.

The diagonal action of Tk on M⇥Ck, by the action of Tk on (M,!) and the anti-standard
action of Tk on (Ck,�!

0

), is Hamiltonian with moment map

µ̂ : M ⇥ Ck ! Rk, µ̂j(x, z) = µj(x)� ⇡|zj |2.

We denote the reduced space µ̂�1(0)/Tk by Ck
µ.

Proposition 5.2.3. Suppose that the induced Tj-action on µ�1

j (0) is free for each j 2
{1, ..., k}. Then the action of Tk on µ̂�1(0) is free as well. In particular, this holds if Tn

acts freely on M .

Proof. Let (x, z) 2 µ̂�1(0) and � 2 Tk such that � · (x, z) = (x, z). If zj 6= 0 then it follows
directly that �j = 1, while if zj = 0, then µj(x) = ⇡|zj |2 = 0 and our assumption implies
that �j = 1.

From now on, we assume that the hypotheses of the previous proposition hold. Then the
symplectic reduction theorem applies, so that the reduced space Ck

µ is smooth and the

symplectic structure on M ⇥ Ck descends to one on Ck
µ. Moreover, the moment map µ

descends to a moment map for the induced action of Tn on Ck
µ, given by:

Ck
µ ! Rn, [x, z] 7! µ(x).

The image of this moment map is µ(M) \ Rn
k .

It is enlightening to interpret this reduced space in the framework that we have developed
so far. The cone � := Rn

k is a Delzant submanifold of (Rn,Zn), with open faces given by

FI = {x 2 Rn
k | xi = 0 if i 2 I and xi 6= 0 if i 2 {0, ..., k}\I},

where I ⇢ {1, ..., k}. The groupoid KRn

k

defined in the previous section acts on µ�1(Rn
k).

One can interpret this action in terms of group-actions of subtori of Tk on each subset
µ�1(FI). As was observed before, the standard coordinates on Rn induce a trivialization

TZn

⇠= Tn ⇥ Rn.

For each I ⇢ {1, ..., k}, the subgroupoid KF
I

of TZn is identified with TI⇥FI and the action
of KF

I

along µ�1(FI)! FI is just the action of TI . The orbit space of the KRn

k

-action is

related to Ck
µ, as follows.
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Proposition 5.2.4. The map

h : µ�1(Rn
k)/KRn

k

! Ck
µ, [x] 7!

" 
x,

r
µ
1

(x)

⇡
, ...,

r
µk(x)

⇡

!#
. (5.6)

is a homeomorphism.

Proof. By interpreting the action of KRn

k

in terms of group-actions of subtori of Tk on
the pre-image of each face, as was just discussed, one can verify that the given map is a
continuous bijection. It is a homeomorphism, since it is closed as well. To see this, let
⇡ : µ̂�1(0)! Ck

µ denote the canonical projection and note that for C ⇢ µ�1(Rn
k) we have:

⇡�1(h(C/KRn

k

)) = (Tk · (C ⇥ Rk
�0

)) \ µ̂�1(0)

which is closed in µ̂�1(0) if C is closed in µ�1(Rn
k), by compactness of Tk.

We leave it to the reader to check that:

Proposition 5.2.5. The composition

µ�1(R̊n
k)! µ�1(Rn

k)/KRn

k

h�! Ck
µ

is a symplectic embedding.

Example 5.2.6. We apply this procedure to the free Hamiltonian Tn-space (Tn⇥Rn,!
0

, µ
0

).
The image of the moment map of the Hamiltonian Tn-space Ck

µ0
will be Rn

k , and so in
the specific case � = Rn

k ⇢ (Rn,Zn) this provides us with the desired structure on our
candidate topological space S

�

. In the general case, this will be the local model. In order
to gain a better understanding, we now give a more explicit description of it. Observe
that we have an isomorphism of Hamiltonian Tn-spaces:

Tn�k ⇥ Rn�k ⇥ Ck ! Ck
µ0
, (�, x, z) 7! [((1,�),⇡|z

1

|2, ...,⇡|zk|2, x, z)],
which has inverse given by:

[�, x, z] 7! (�k+1

, ...,�n, xk+1

, ..., xn,�1z1, ...,�kzk) .

Here the Hamiltonian action of Tn = Tk ⇥ Tn�k on Tn�k ⇥ Rk ⇥ Ck is the cross-diagonal
action of the standard action of Tn�k on (Tn�k ⇥Rn�k,!

0

) and that of Tk on (Ck,�!
0

).
We get the cross-diagonal action instead of the diagonal action, because we chose to require
the first k coordinates in Rn

k to be positive, instead of the last k coordinates. The moment
map is therefore given by:

µ
0

: Tn�k ⇥ Rn�k ⇥ Ck ! Rn, (�, x, z) 7! (⇡|z
1

|2, ...,⇡|zk|2, x).
For this to truly serve as a local model, one can for instance replace Rn�k and Ck by the
opens balls Bn�k

" and B2k
" of radius " > 0, centred at the origin. Accordingly, one can

replace Rn by P k
" ⇥Bn�k

" , where:

P k
" =

(
x 2 Rk|

kX

i=1

|xi| < ⇡"2

)
,

because
µ�1

0

(P k
" ⇥Bn�k

" ) = Tn�k ⇥Bn�k
" ⇥B2k

" .

The choice of these specific opens is of course merely made to please the eye; what is
important is that the collection {P k

" ⇥ Bn�k
" }">0

is a basis of open neighbourhoods of
0 2 Rn.
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5.2.3 The smooth and symplectic structure

For general � ⇢ (B,⇤), the procedure of symplectic cutting can be applied locally, by
means of the following lemma.

Lemma 5.2.7. Let (U,�) be an integral a�ne chart for (B,⇤). Then � induces an
isomorphism of symplectic groupoids:

(Tn ⇥ �(U),!
0

)! (T
⇤

|U ,⌦can), (e2⇡i✓, x) 7!
nX

j=1

✓jd�
j
��1

(x)
mod ⇤,

where the groupoid Tn ⇥ �(U) ◆ �(U) is the action groupoid for the trivial action of Tn

on �(U). Consequently, given a symplectic manifold (S,!), an action of T
⇤

|U on a map
µ : S ! U is Hamiltonian if and only if the induced action of Tn on (S,!) is Hamiltonian
with moment map

µ� = � � µ : S ! Rn.

Proof. The proof is essentially that of Lemma 3.2.2. The first statement is straightforward
to verify; the second statement follows from the first, the correspondence between Hamil-
tonian G-spaces and Hamiltonian G ⇥ g⇤-spaces and the observation that !

0

coincides
with the canonical symplectic form on the action groupoid Tn ⇥ t⇤ = Tn ⇥Rn, because of
formula (1.4) and triviality of the Lie bracket on t⇤.

We call a triple (p, U,�) consisting of an integral a�ne chart (U,�) for (B,⇤) and a point
p 2 U \� admissible, if �(p) = 0 and

�(U \�) = �(U) \ Rn
k ,

where k = depth(p). Observe that for any such triple �(U \�) is an open neighbourhood
of 0 in Rn

k and p has maximal depth amongst all points in U \�. Further note that every
p 2 � belongs to some admissible triple (p, U,�).

Since the action of T
⇤

on itself is free, so is the action of Tn on T
⇤

|U , induced by an integral
chart (U,�) as in the above lemma. Therefore, for each admissible triple (p, U,�) we can
apply the symplectic cutting procedure to the free Hamiltonian Tn-space (T

⇤

|U ,⌦can, µ�).
We will henceforth denote the reduced space Ck

µ
�

that we obtain in this way by C
(p,U,�).

Lemma 5.2.8. Every admissible triple (p, U,�) gives rise to a homeomorphism

h
(p,U,�) : (S�

)U ! C
(p,U,�).

This induces a structure of a symplectic manifold on (S
�

)U for which the inclusion

T
⇤

|
˚

�\U ,! (S
�

)U

is a symplectic embedding and the action of T
⇤

|U on µ : (S
�

)U ! U is Hamiltonian.

Proof. Because the triple (p, U,�) is admissible we have that

µ�1

� (Rn
k) = µ�1(U \�) = T

⇤

|U\�,

and if �(b) 2 FI ⇢ Rn
k for some I ⇢ {1, ..., k}, then

TbF
0 = spanR{d�i

b| i 2 I}.
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This implies that
µ�1

� (Rn
k)/KRn

k

= (T
⇤

|U\�)/(K�

|U ).
Therefore, (5.6) provides a homeomorphism (T

⇤

|U\�)/(K|U\�)! C
(p,U,�). We can canon-

ically identify (S
�

)U with (T
⇤

|U\�)/(K�

|U ) as sets. This identification is in fact a homeo-
morphism, because T

⇤

|U\� ⇢ T
⇤

|
�

is a saturated open subset with respect to the quotient
by K

�

. By composing these homeomorphisms we obtain the homeomorphism h
(p,U,�).

Therefore (S
�

)U admits a unique structure of symplectic manifold for which h
(p,U,�) is a

symplectomorphism. It follows from Proposition 5.2.5 that the inclusion T
⇤

|
˚

�\U ,! (S
�

)U
is a symplectic embedding. The T

⇤

-action on S
�

restricts to an action:

T
⇤

|U

U

(S
�

)U

µ
�

This action is Hamiltonian if and only if the Tn-action:

Tn ⇥ Rn

Rn

(S
�

)U

µ�

induced by � as in Lemma 5.2.7 is so. The symplectomorphism h
(p,U,�) interwines this

Tn-action with the Hamiltonian Tn-action:

(Tn ⇥ Rn,!
0

)

Rn

(C
(p,U,�),!red)

coming from the symplectic cut. We conclude from this that the action of T
⇤

|U on µ
�

:
(S

�

)U ! U is Hamiltonian (which includes the fact that µ
�

is smooth).

The previous proposition shows that, locally, S
�

has the desired structure. The following
lemma shows that the local pieces form a global structure.

Lemma 5.2.9. Let (p, U,�) and (q, V,') be two admissible triples. The induced smooth
and symplectic structures on (S

�

)U and (S
�

)V restrict to one and the same smooth struc-
ture on their overlap (S

�

)U\V .

Proof. Throughout, let k = depth
�

(p) and l = depth
�

(q). Let us first address the case in
which p = q. In this case, � � '�1 maps an open neighbourhood of 0 in Rn

k onto an open
neighbourhood of 0 in Rn

k and is given by x 7! Jac(��'�1)(p) ·x, where Jac(��'�1)(p) 2
GLn(Z). As in the proof of Lemma 4.2.2 we find that the Jacobian at p is of the form:

Jac(� � '�1)(p) =

✓
A 0
B C

◆
,

for A 2 Mk⇥k(R), B 2 M
(n�k)⇥k(R) and C 2 M

(n�k)⇥(n�k)(R). Consequently, A maps

[0,1[k onto [0,1[k and belongs to GLk(Z). In other words,

Cone(e
1

, ..., ek) = Cone(Ae
1

, ..., Aek),
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and both generating sets form a Z-basis of the lattice Zk. By Proposition 5.1.6c we deduce
that the tuples (e

1

, ..., ek) and (Ae
1

, ..., Aek) coincide up to a reordering. Therefore, the
same holds for the k-tuples (�1, ...,�k) and ('1, ...,'k). Let � 2 Sk be the permutation
such that ��(i) = 'i for each i 2 {1, ..., k}. Then the map h' � h�1

� is given by

C
(p,U,�) ! C

(p,U,'), [(m, z)] 7! [(m, z�)],

where (z�)i = z�(i) for each i 2 {1, ..., k}. The inverse of this map is obtained by reversing
the roles of � and ', hence it is a di↵eomorphism. We conclude that � and ' indeed
induce the same smooth structure on (S

�

)U .

We shall now show how to reduce the general case to the previous one. Let r 2 U \V \�
and m = depth

�

(r). Then m  min{k, l}, so by rearranging the first k and l components
of � and ' respectively, we may assume that �i(r) = 0 if i  m, while �i(r) > 0 if
m < i  k and similarly for '. Indeed, as we showed just now, the smooth structure
induced by an admissible triple is invariant under a permutation of the coordinates. Now,
choose an open neighbourhood W of r in U \ V such that for every x 2W we have:

�i(x) > 0 if m < i  k, (5.7)

'i(x) > 0 if m < i  l. (5.8)

Write �̃ = �|W � �(r) and similarly for '. By construction, the triples (r,W, �̃) and
(r,W, '̃) are admissible and by the previous case they induce the same smooth structure
on (S

�

)W . We will show that the smooth structure on (S
�

)U induced by (p, U,�) restricts
to this one and that the same holds for (S

�

)V and (q, V,'). Since r 2 U \V was arbitrary,
this would prove smoothness part of the lemma. To this end, observe that the map
h
(p,U,�) � h�1

(r,W,�̃) is given by

C
(r,W,�̃) ! C

(p,U,�), [(x, z)] 7!
" 

x, z,

r
�m+1(µ(x))

⇡
, ...,

r
�k(µ(x))

⇡

!#
.

This is smooth by (5.7). Moreover, one can directly verify that this is an embedding.
Therefore the smooth structure on (S

�

)U restricts to that on (S
�

)W . The same argument
goes for (S

�

)V and (q, V,').

Next, we address the symplectic structure. The inclusion

T
⇤

|U\V \˚

�

,! (S
�

)U\V

is a symplectic embedding with respect to both symplectic structures. Therefore the
symplectic forms on (S

�

)U and (S
�

)V coincide on an open and dense subset of their
overlap, and hence they agree on the entire overlap. This finishes the proof.

Corollary 5.2.10. The topological space S
�

is Hausdor↵, second-countable and it admits
a unique smooth structure that restricts to the one on (S

�

)U for each open U belonging
to an admissible triple (p, U,�). Moreover, there is a unique symplectic form !

�

on S
�

that restricts to the one on (S
�

)U for each such U . Furthermore, the action of T
⇤

on
µ
�

: (S
�

,!)! B is Hamiltonian.
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Proof. To see that S
�

is Hausdor↵, let p, q 2 S
�

be distinct. If µ
�

(p) = µ
�

(q), then
p, q 2 (S

�

)U for some open U belonging to an admissible triple and p and q can be
separated by opens contained in the Hausdor↵ subspace (S

�

)U . Otherwise, µ
�

(p) 6= µ
�

(q)
and by Hausdor↵ness of � and continuity of µ we can separate p and q by opens in
S
�

. Therefore S
�

is Hausdor↵. Since � is second-countable it admits a countable cover
U by opens that belong to admissible triples, hence S

�

admits a countable open cover
{(S

�

)U | U 2 U} by second-countable subspaces. This implies that S
�

is itself second-
countable. The statements about the smooth and symplectic structure are an immediate
consequence of the previous lemma. Finally, because the action of T

⇤

on µ : S ! B
restricts to a Hamiltonian action of T

⇤

|U on µ : (S
�

)U ! U for each U 2 U , the T
⇤

-action
is Hamiltonian itself. This completes the proof.

By combining the previous Corollary with Proposition 5.2.2 we conclude that the Hamil-
tonian T

⇤

-space µ
�

: (S
�

,!
�

)! B satisfies the requirements of Theorem 5.2.2.

Remark 16. Let us point out that our construction would have worked as well if we
would have started with any principal T

⇤

-bundle over (B,⇤), instead of T
⇤

. As we will
soon see, there may or may not exist any others. In any case, we believe that there
should be a condition that characterizes the one that comes out when starting with T

⇤

as the simplest one. In the classifications of principal Hamiltonian T
⇤

-bundles in terms of
cocycles there is an obvious choice of such a simplest one: the bundle T

⇤

. Its isomorphism
class is characterized as the simplest one by the fact that it admits a global Lagrangian
section. It is a characterization of this flavour that we would be looking for.

5.3 The classification

Throughout, let � ⇢ (B,⇤) be a fixed Delzant submanifold. In this section we will classify
the toric T

⇤

-spaces with moment image �.

5.3.1 The Lagrangian Chern class

Mimicking the work of Duistermaat [Dui80] (who classified Lagrangian fibrations over a
fixed integral a�ne manifold), to a general toric T

⇤

-space we will associate a cohomology
class that measures the failure of being isomorphic to µ

�

: (S
�

,!
�

)! B.

First we will relate the smooth local sections of T
⇤

|
�

! � to local automorphisms of
S
�

. Let U ⇢ � open. We call a map � : U ! M into a manifold (without corners) M
smooth if it extends to a smooth map into M on an open neighbourhood of U in B. To
each smooth local section � : U ! T

⇤

we can associate a T
⇤

-equivariant di↵eomorphism:

 � : (S
�

)U ! (S
�

)U , x 7! �(µ
�

(x)) · x.

Conversely, we have:

Proposition 5.3.1. Let U ⇢ � open. For every T
⇤

-equivariant di↵eomorphism

 : (S
�

)U ! (S
�

)U

there is a unique smooth local section � : U ! T
⇤

for which  =  �.
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Here by T
⇤

-equivariance we mean that µ
�

�  = µ
�

and  (t · p) = t ·  (p) for all t 2 T
⇤

in the fiber over µ
�

(p). In other words,  is a morphism of T
⇤

-spaces over B.

Proof. Uniqueness follows from the fact that the action is free on the dense subset S
˚

�

of
S
�

. Now let an open U and an equivariant di↵eomorphism  be given. Having established
the uniqueness for arbitrary opens, to prove the existence of the desired smooth local
section, it is now enough to show that every point x

0

2 U admits an open neighbourhood
U
0

of x in U and a smooth local section �
0

: U
0

! T
⇤

for which  |
(S�)

U0
=  �0 . To this

end, let x
0

2 U and let (x
0

, V,�) be an admissible triple with the property that

�(V ) = P k
" ⇥Bn�k

"

for some " > 0. By construction of S
�

, the Hamiltonian T
⇤

|V -space (S
�

)V is isomorphic
to the Hamiltonian Tn-space of Example 5.2.6. Therefore, Lemma 5.3.2 below provides
the desired section �

0

, defined on U
0

= V \�.

Lemma 5.3.2. Let " > 0 and

' : Tn�k ⇥Bn�k
" ⇥B2k

" ! Tn�k ⇥Bn�k
" ⇥B2k

"

be an automorphism of the Tk ⇥ Tn�k-space of Example 5.2.6 that preserves the moment
map µ

0

. Then there is a map � : (P k
" ⇥Bn�k

" ) \ Rn
k ! Tn such that ' is given by:

'(x) = �(µ
0

(x)) · x

and � extends to a smooth map into Tn on an open neighbourhood of its domain in Rn.

Proof. This proof is inspired on that of [Del88, Lemma 2.6]. Let 'j denote the jth com-
ponent of ' in Ck and denote by q the projection from Tn�k ⇥Rn�k ⇥Ck to Rn�k. Then
q � ' = q, because ' preserves µ

0

. Hence we can write:

' = ('
1

, ...,'n�k, q, 1

, ..., k).

In combination with the equivariance of ' this gives:

'(t,↵, z) = (t
1

· '
1

(1,↵, z), ..., tk · 'n�k(1,↵, z),↵, 1

(1,↵, z), ..., k(1,↵, z)). (5.9)

Let us now study the components 'j and  j . It follows from equivariance of ' that

'j(1,↵,� · z) = 'j(1,↵, z),

 j(1,↵,� · z) = �j j(1,↵, z),

for all (↵, z) 2 Bn�k
" ⇥ B2k

" and � 2 Tk. In particular, (↵, x) 7!  j(1,↵, x) restricts to a
smooth function on Bn�k

" ⇥Bk
" ⇢ Rn�k⇥Re(Ck) which is odd in the xj variable and even

in the other x-variables, while (↵, x) 7! 'j(1,↵, x) restricts to a smooth function on this
domain as well, but is even in all x-variables. Therefore, a theorem by Hassler Whitney
[Whi43, Thm 1; Thm 2] implies that there are continuous functions

fj , gj : U := (P k
" ⇥Bn�k

" ) \ Rn
k ! C

that satisfy

'j(1,↵, x) = fj(⇡x
2

1

, ...,⇡x2k,↵),

 j(1,↵, x) = xjgj(⇡x
2

1

, ...,⇡x2k,↵),
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for all (↵, x) 2 Bn�k
" ⇥Bk

" , and extend to smooth functions on some open neighbourhood
of U in Rn. The fact that ' preserves µ

0

implies that:

x2j |gj(⇡x21, ...,⇡x2k,↵)|2 = | j(1,↵, x)|2 = x2j

for all (↵, x) 2 Bn�k
" ⇥Bk

" . Therefore gj takes values in S1 on the dense subset U \ R̊n
k of

its domain, hence it must do so on its entire domain. Note that fj does so as well, since
'j does. Finally, observe that for (↵, z) 2 Bn�k

" ⇥B2k
" , writing zm = ei✓m |zm| one finds:

 j(1,↵, z) = ei✓j j(1,↵, |z1|, ..., |zk|)
= ei✓j |zj |gj(⇡|z1|2, ...,⇡|zk|2,↵)
= zjgj(µ0

(1,↵, z)) (5.10)

by equivariance of '. Similarly,

'j(1,↵, z) = fj(µ0

(1,↵, z)). (5.11)

Now define

f : U ! Tn�k,

g : U ! Tk,

to have jth component fj and gj respectively. As maps into Cn�k and Ck respectively,
f and g extend to smooth maps on an open neighbourhood of U in Rn. Since their
components do not vanish on a small enough such open neighbourhood, by normalizing
them we can find such extensions that map smoothly into Tn�k and Tk, respectively. By
combining (5.9) and (5.11) with (5.10) and Tn-invariance of µ

0

one deduces that:

'(t,↵, z) = (t · f(µ
0

(t,↵, z)),↵, g(µ
0

(t,↵, z)) · z)
= (g(µ

0

(t,↵, z)), f(µ
0

(t,↵, z))) · (t,↵, z).

We conclude that
� = g ⇥ f : U ! Tk ⇥ Tn�k

satisfies the requirements of the lemma.

Proposition 5.3.1 shows that equivariant self-di↵eomorphisms of (S
�

)U correspond to
smooth local sections of the fiber bundle T

⇤

|
�

. We are however interested in the symplectic
structure !

�

as well. The next result below shows that equivariant symplectomorphisms
correspond to Lagrangian sections.

Definition 5.3.3. A Lagrangian section � of T
⇤

over � is a smooth local section of
T
⇤

|
�

for which �⇤⌦
⇤

= 0.

Remark 17. Having defined the notion of smooth maps defined on �, we have as well
defined the di↵erential forms on �: they are the smooth section � ! ⇤kT ⇤B. One can
define pull-backs by smooth maps f : � ! M into a manifold (without corners) M as
follows: choose a smooth extension f̂ defined on an open in B and for ↵ 2 ⌦k(M) define

f⇤↵ : �! ⇤kT ⇤B, (f⇤↵)x = ((f̂)⇤↵)x
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for x 2 �. This does not depend on the choice of extension, since it does not do so on the
open subset �̊ of B, which is dense in �. Similarly, one can define the exterior derivative
and wedge product of smooth forms on �, and the usual identities such as “d commutes
with pull-back” still hold, because they do so on the open subset �̊ of B, which is dense
in �. Furthermore, one can define pull-backs of di↵erential forms on � by smooth maps
g : M ! B with g(M) ⇢ � by the usual formula, and the chain rule still holds. In
particular, given smooth maps g : N ! B with g(N) ⇢ � and f : � ! M , it holds that
f � g : N !M is smooth and:

(f � g)⇤↵ = g⇤f⇤↵

for ↵ 2 ⌦k(M). Of course, in the above, we could replace � by any of its open subsets.
An alternative (perhaps more natural, but more time-consuming) approach would be to
generalize the theory of di↵erential forms to manifold with corners.

Returning to Lagrangian sections, we have:

Proposition 5.3.4. Let U ⇢ � open and � : U ! T
⇤

a smooth local section. Then  � is
a symplectomorphism if and only if � is a Lagrangian section.

Proof. Because the action of (T
⇤

,⌦
⇤

) is on µ
�

is Hamiltonian, we have

m⇤!
�

= pr⇤
1

⌦
⇤

+ pr⇤
2

!
�

.

In combination with the fact that:

i �  � = m � ((� � µ
�

� i), i)

where i is the inclusion of (S
�

)U into S
�

, this yields

 ⇤
�i

⇤!
�

= (µ
�

� i)⇤�⇤⌦
⇤

+ i⇤!
�

,

from which the result follows, since the interior of � is dense and consists of regular values
of µ

�

.

The Lagrangian sections of T
⇤

over � give rise to a sheaf (of abelian groups) L(T
⇤

) over
�. Analogously, we can define a sheaf of Lagrangian sections of T ⇤B over �, denoted:
L(T ⇤B). With this at hand, we are in position to generalize Duistermaat’s definition of
the Lagrangian Chern class of a Lagrangian fibration to that of a toric T

⇤

-space. Let
µ : (S,!)! B be a toric T

⇤

-space with moment image �. Due to Theorem 5.1.19 we can
choose an open cover U = {Ui}i2I of � that admits a collection { i}i2I of T

⇤

-equivariant
symplectomorphisms  i : µ�1(Ui) ! (S

�

)U
i

. For each i, j 2 I we let sij 2 L(Uij ; T⇤) be
the unique smooth local section satisfying:

 s
ij

=  i �  �1

j : (S
�

)U
ij

! (S
�

)U
ij

.

This defines a 1-cocycle s 2 Č1(U ,L(T
⇤

)) the cohomology class of which is independent of
the choice of { i}i2I . The corresponding class clag 2 Ȟ1(�;L(T

⇤

)) depends only on the
isomorphism class of the Hamiltonian T

⇤

-space.

Definition 5.3.5. The class clag 2 Ȟ1(�;L(T
⇤

)) is called the Lagrangian Chern class
of the toric T

⇤

-space µ : (S,!)! B.

The main result of this chapter is:
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Theorem 5.3.6 (Classification of toric T
⇤

-spaces). The toric T
⇤

-spaces µ : (S,!) ! B
with moment image � are classified (up to isomorphism) by the set Ȟ1(�;L(T

⇤

)). More
precisely, the map that associates to every isomorphism class of such spaces its Lagrangian
Chern class in Ȟ1(�;L(T

⇤

)) is a bijection.

Proof. The map is well-defined since, as noted before, clag depends only on the isomor-
phism class of a toric T

⇤

-space. Now we prove injectivity. Suppose that µj : (Sj ,!j)! B,
j 2 {1, 2}, are two toric T

⇤

-spaces, the Lagrangian Chern classes of which coincide. Then
by construction of these classes, there is an open cover {Ui}i2I of � and there are two
collections { i}i2I and {'i}i2I consisting of isomorphisms  i : µ�1

1

(Ui) ! (S
�

)U
i

and
'i : µ

�1

2

(Ui)! (S
�

)U
i

such that:

[s ] = [s'] 2 Ȟ1(U ,L(�; T
⇤

)),

where s is the unique element of Č1(U ,L(T
⇤

)) satisying  i �  �1

j =  
s 
ij

for all i, j 2 I,

and analogously for s'. Therefore there is a collection {�i}i2I of Lagrangian sections
�i : Ui ! T

⇤

such that
s ij � s'ij = �j � �i

for all i, j 2 I. Rewriting this we get �i = s'ij + �j � s ij which implies:

'�1

i �  �i �  i = '�1

j �  �j �  j on (S
�

)U
ij

.

Therefore
 : S

1

! S
2

,  |µ�1
1 (U

i

)

= '�1

i �  �i �  i

is well-defined. By the analogous properties of 'i,  �
i

and  i, this is a morphism of Hamil-
tonian T

⇤

-spaces, a local di↵eomorphism and it is a fiberwise bijection. By the latter it is a
global bijection and hence it is in fact a di↵eomorphism, as desired. This proves injectivity.

Finally, we address surjectivity. Suppose that c 2 Ȟ1(�;L(T
⇤

)). Let U = {Ui}i2I be an
open cover of �, s 2 Č1(U ,L(T

⇤

)) a 1-cocycle representing the class c and

 ij :=  s
ij

: (S
�

)U
ij

! (S
�

)U
ij

.

We define the topological space

S =

F
i2I(S�

)U
i

⇠
where we quotient by the equivalence relation

x ⇠ y () x 2 (S
�

)U
i

, y 2 (S
�

)U
j

and x =  ij(y).

This is indeed an equivalence relation, because s is a cocycle. For each i 2 I, there is a
canonical injection

 i : (S�

)U
i

! S, x 7! [x].

Each  i is a topological embedding onto an open subset of S. Therefore each  i endows
its image with the structure of a toric T

⇤

|U
i

-space. Remark that  ij =  �1

i �  j for each
i, j 2 I. This and the fact that each  ij is an isomorphism of Hamiltonian T

⇤

-spaces
guarantees that the structures induced by  i and by  j coincide on the overlap of their
images. Hence S admits a smooth structure, a symplectic structure and a toric T

⇤

-action,
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which is uniquely determined by the fact that each  i is an embedding of Hamiltonian
T
⇤

-spaces. The topology on S is Hausdor↵ and second-countable, by the same arguments
as in the proof of Corollary 5.2.10. Denoting by µ the moment map for the T

⇤

-action on
S we have:

µ(S) =
[

i2I
µ
�

((S
�

)U
i

) =
[

i2I
Ui = �.

Moreover, using the cover U and the collection { i}i2I to compute the Lagrangian Chern
class of the toric T

⇤

-space µ : (S,!) ! B, it is immediate that this must be c. This
completes the proof of the theorem.

5.3.2 Computing ˇH1

(�;L(T
⇤

))

So far we have classified the toric T
⇤

-spaces in terms of their moment image � and their
Lagrangian Chern class. We will now derive su�cient conditions on the topology of �
under which Ȟ1(�;⇤(T

⇤

)) vanishes, so that the toric T
⇤

-spaces with such moment image
are unique (up to isomorphism).

Once more, let � be a given Delzant submanifold of (B,⇤). We begin by introducing a
new sheaf over �: the sheaf C1

⇤

is the subsheaf of C1 consisting of integral a�ne smooth
functions. That is, f 2 C1

⇤

(U) if and only if f 2 C1(U) and dfb 2 ⇤b for every b 2 U .
We have a short exact sequence of sheaves:

0! C1
⇤

! C1 ! L(T
⇤

)! 0,

where the first map is the inclusion, whereas the second map is the composition of exterior
derivative d : C1 ! L(T ⇤B) and the map L(T ⇤B) ! L(T

⇤

) induced by the projection
T ⇤B ! T

⇤

. It follows from the defining property of �can 2 ⌦1(T ⇤B) that a smooth
local section of T ⇤B is Lagrangian, precisely if it is closed as a 1-form. This implies
that the second map in the short exact sequence maps into L(T

⇤

) and, together with the
Poincar Lemma and the fact that q : T ⇤B ! T

⇤

is a surjective submersion, it implies its
surjectivity at the level of stalks. The rest of the exactness is obvious, so we obtain a long
exact sequence in cohomology. Because C1 is a fine sheaf over � (a property which it
inherits from the smooth functions on B), the cohomology Ȟk(�;C1) vanishes if k � 1.
So the connecting homomorphism in this long exact sequence is an isomorphism:

� : Ȟ1(�;L(T
⇤

))
⇠�! Ȟ2(�;C1

⇤

).

Secondly, observe that we have a short exact sequence of sheaves over �:

0! R! C1
⇤

d�! �(⇤)! 0,

where R denotes the sheaf of locally constant functions with values in R. The second
map is surjective at the level of stalks, because of the Poincar Lemma and the fact that
all smooth local sections of ⇤ are Lagrangian. Again, the rest of the exactness is rather
obvious, so in particular we obtain part of the long exact sequence:

Ȟ2(�;R)! Ȟ2(�;C1
⇤

)! Ȟ2(�;�(⇤))! Ȟ3(�;R).

Since � is paracompact, Hausdor↵ and locally contractible, the cohomology Ȟ•(�;A) is
isomorphic to H•

sing(�, A) for any abelian group A. In particular, this holds for A = R.
If ⇤|

�

has trivial monodromy as covering space over �, then we can recognize the third
cohomology group as singular cohomology as well.
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Proposition 5.3.7. If ⇤|
�

has trivial monodromy, then:

Ȟ•(�;�(⇤)) ⇠= H•
sing(�,Z)n

where n = dim(B).

Proof. By the same proof as for Proposition 2.2.17 the triviality of the monodromy repre-
sentations implies that ⇤|

�

is trivializable by a frame of smooth sections �! ⇤. Such a
trivialization induces an isomorphism of sheafs over � between �(⇤) and (Z)n (the n-fold
direct sum of the sheaf of locally constant functions with values in Z). This implies that:

Ȟ•(�;�(⇤)) ⇠= Ȟ•(�; (Z)n) ⇠= Ȟ•(�;Z)n ⇠= H•
sing(�,Z)n

as claimed.

From this discussion we conclude:

Proposition 5.3.8. Suppose ⇤|
�

has trivial monodromy and that H2

sing(�,Z), H2

sing(�,R)
and H3

sing(�,R) vanish. Then Ȟ1(�;L(T
⇤

)) vanishes. Consequently, up to isomorphism,
there is a unique toric T

⇤

-space over B with moment image �.

As an immediate consequence, we obtain:

Corollary 5.3.9. If � is contractible, then, up to isomorphism, there is a unique toric
T
⇤

-space over B with moment image �.

5.3.3 Derivation of classical classification theorems

In this section we will show how Duistermaat’s classification of Lagrangian fibrations and
Delzant’s classification of toric manifolds are particular examples of our classification of
toric T

⇤

-spaces.

Duistermaat’s classification of Lagrangian fibrations with compact and con-
nected fibers

Let (B,⇤) be an integral a�ne manifold. We have shown in Section 3.1 that the La-
grangian fibrations with compact and connected fibers that induce ⇤ on B are in bijective
correspondence with principal Hamiltonian T

⇤

-bundles. Because the moment image of a
Lagrangian fibration is all of B, Theorem 5.3.6 leads to:

Theorem 5.3.10 (Duistermaat, [Dui80]). The isomorphism classes of Lagrangian fibra-
tions with compact and connected fibers that induce ⇤ on B are classified by

Ȟ1(B;L(T
⇤

))

via their Lagrangian Chern class.
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Delzant’s classification of toric manifolds

Delzant showed that a class of Hamiltonian T -spaces, called toric manifolds, is classified
by Delzant polytopes in (t⇤,⇤⇤

T ). Here by a Delzant polytope we mean a compact and
connected Delzant submanifold of (t⇤,⇤⇤

T ). In the literature one will probably find the
following equivalent definition: it is a polytope in t⇤ for which the germ of each its vertices
is a smooth polyhedral cone. We have seen that there is a bijective correspondence between
toric T -spaces and compact, connected toric T

⇤

T

-spaces over (t⇤,⇤⇤
T ). Since, moreover,

convex spaces are contractible, Corollary 5.3.9 and Theorem 5.3.6 reduce to Delzant’s
Theorem for toric manifolds:

Theorem 5.3.11 (Delzant,[Del88]). Let T be a torus. Then the following hold.

a) If (M,!, µ) is a toric T -space, then µ(M) is a Delzant polytope in (t⇤,⇤⇤
T ).

b) Two toric Hamiltonian T -spaces are isomorphic if and only if their moment polytopes
are equal.

c) For every Delzant polytope � in (t⇤,⇤⇤
T ), there is a toric T -space the moment polytope

of which is �.

In other words, we have a bijection:

{Isomorphism classes of toric T -spaces}! {Delzant polytopes in (t⇤,⇤⇤
T )}

[(M,!, µ)] 7! µ(M)
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Chapter 6

Hamiltonian G-spaces over simple
Poisson manifolds

In this chapter we consider Hamiltonian G-spaces over simple Poisson manifolds. These
are those Poisson manifolds for which the leaf space is smooth. We will extend our results
for moment maps of Hamiltonian T

⇤

-spaces to those for Hamiltonian G-spaces over simple
Poisson manifolds, by considering their leaf space as a Poisson manifold with the zero-
Poisson structure.

6.1 Proper integrations of simple Poisson manifolds and in-
tegral a�ne structures on the leaf space

In [CFT16] it is shown that the leaf space of a regular Poisson manifold that admits a
proper integration is an integral a�ne orbifold. If the leaf space is smooth, then this
implies that the leaf space admits an integral a�ne structure. The aim of this section is
to prove this.

Definition 6.1.1. A Poisson manifold (M,⇡) is called simple if its leaf space B := M/F⇡
is smooth. Moreover, a groupoid (G,⌦) ◆ M is called simple if its orbit space is smooth.

Remark 18. A simple Poisson manifold is in particular regular. Moreover, an s-connected
symplectic groupoid is simple if and only if the Poisson structure that it induces is simple.
This holds because its orbits are the symplectic leaves of this Poisson structure.

An important role will be played by the isotropy subgroupoid GM of G and the source-
connected part of GM .

Definition 6.1.2. The isotropy subgroupoid of a groupoid G ◆ M is the bundle of
groups GM over M defined by:

(GM )x = Gx, x 2M.

Definition 6.1.3. Given a Lie groupoid G ◆ M we define the source-connected part
of G to be the wide subgroupoid of G given by:

G0 =
G

x2M
(s�1(x))

1

x

,

where by (·)
1

x

we mean the connected component through 1x.
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Proposition 6.1.4. The source-connected part of a Lie groupoid is an open subset and
hence it is a Lie subgroupoid.

Proof. See [Mac05, Proposition 1.5.1].

In [Moe03] it is shown that if G is a regular Lie groupoid over M (which is to say that its
orbit foliation on M is regular), then the source-connected part of GM is a Lie subgroupoid
of G. We will now show this for the particular case of simple Lie groupoids.

Proposition 6.1.5. Let G ◆ M be a simple Lie groupoid. Then GM is a Lie subgroupoid.
Consequently, G0

M is so too.

Proof. Since q : M !M/G is a submersion, the subspace

M ⇥q q M = {(m,n) 2M ⇥M | q(m) = q(n)}

is a submanifold of M ⇥M . In fact, this is a Lie groupoid called the submersion groupoid,
with source and target maps the first and second projection onto M and multiplication
defined by:

(x, y) · (z, x) = (z, y), x, y, z 2M.

Consider the morphism of Lie groupoids:

(s, t) : G !M ⇥q q M. (6.1)

We claim that this is a surjective submersion. This would prove the proposition, for then
GM = Ker(s, t) is a Lie subgroupoid of G, as desired. Let (x, y) 2 M ⇥q q M . Then x, y
belong the same orbit, so there is a g 2 G with s(g) = x and t(g) = y. Further suppose
that (v, w) is a tangent vector to M ⇥q q M at (x, y), then dqx(v) = dqy(w). Since s is a
surjective submersion, there is a v̂ 2 TgG such that dsg(v̂) = v. Because q � s = q � t, we
have that dqy(dtg(v̂)) = dqy(w) and hence

w � dtg(v̂) 2 TyO = dtg(Ker(dsg)).

This implies that w = dtg(v̂ + ŵ) for some ŵ 2 Ker(dsg). Now observe that

d(s, t)g(v̂ + ŵ) = (v, w).

We conclude that (6.1) is indeed a surjective submersion.

The main result of this section is:

Theorem 6.1.6 ([CFT16]). The orbit space B of a simple and proper symplectic groupoid
(G,⌦) ◆ M admits an integral a�ne structure ⇤.

Lemma 6.1.7. Let ⇡ be the Poisson structure induced by (G,⌦) on M . The map q :
(M,⇡)! (B, 0) is a complete Poisson map. Consequently,

t̄ = q � t : (G,⌦)! (B, 0)

is a complete symplectic realization and (T ⇤B,⌦can) acts along t̄ in a Hamiltonian way.
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Proof. That q is Poisson follows from the fact that

Im(⇡]x) = TxL = Ker(dqx), (6.2)

where L is the symplectic leaf through x 2 M . Therefore t̄ is Poisson as well, being the
composition of two Poisson maps. Equality (6.2) implies as well that q⇤↵ is a section of
Im(⇡])0 = Ker(⇡]) for any ↵ 2 ⌦1(B), so it follows that Xf�q = 0 for any f 2 C1(B) and
(trivially) q is a complete Poisson maps. Appealing to the fact that the target map of a
symplectic groupoid is a complete Poisson map, it follows that t̄ is a complete symplectic
realization. Alternatively, one can use that for any ↵ 2 ⌦1(B) the vector field a(↵) is
tangent to the source- and target-fibers (as will be shown in the next lemma), which by
properness of G implies that a(↵) is complete (due to compactness of the submanifolds
s�1(x) \ t�1(y) for x, y 2M).

Lemma 6.1.8. The T ⇤B-action preserves G0

x for each x 2 M and induces a surjective,
local di↵eomorphism of Lie groupoids:

' : q⇤(T ⇤B)! G0

M , (x,↵) 7! ↵ · 1x.

Consequently, the kernel of ' is a smooth isotropic lattice in q⇤(T ⇤B) with respect to the
pull-back of ⌦can along the canonical map q⇤(T ⇤B)! T ⇤B.

Proof. Note that for every ↵ 2 ⌦1(B), the vector field a(↵) on G is tangent to both the
source- and target-fibers of G, because of the fact that

◆a(↵)⌦ = t⇤(q⇤↵) = s⇤(q⇤↵),

the fact that s, t : (G,⌦)! (M,⇡) are anti-Poisson and Poisson and the fact that q⇤↵ is a
section of Ker(⇡]). This implies that the flow of a(↵) preserves G0

x for each x 2M . Hence
the map ' is well-defined. The only non-obvious part of verifying that ' is a morphism
of groupoids is its compatibility with the multiplication on G0

M ; this follows from right-
invariance of a(↵), which in turn follows from multiplicativity of ⌦. So ' is a morphism
of Lie groupoids. We will now show that ' is a surjective local di↵eomorphism. To this
end, note first that the Hamiltonian T ⇤B-action along t̄ is infinitesimally free, since t̄ is a
submersion. Therefore its orbits are immersed submanifolds of dimension that of B and,
for each x 2M , the map

'x : T ⇤
q(x)B ! G0

x, (x,↵) 7! ↵ · 1x (6.3)

is an immersion. Since G0

x is preserved by the action, it is partitioned by such orbits. As

dim(G0

x) = dim(Ker(⇡]x)) = dim(B),

each such orbit is open in G0

x, so by connectedness G0

x consists of a single orbit for each
x 2 M . We conclude that (6.3) is in fact a surjective local di↵eomorphism. Therefore
Ker('x) is a discrete lattice in T ⇤

q(x)B, which is full by compactness of G0

x. We conclude
from this that ' is surjective and, because ' is a morphism of Lie groupoids over M , it is
a local di↵eomorphism itself, the kernel of which is a smooth lattice in q⇤(T ⇤B).

Finally, let q̂ be the canonical map q⇤(T ⇤B) ! T ⇤B, i : G0

M ! G the inclusion and
pr : q⇤(T ⇤B)!M the bundle projection. Because the T ⇤B-action is Hamiltonian and

i � ' = m � (q̂, u � pr)
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we find that:
'⇤(i⇤⌦) = (q̂)⇤⌦can + pr⇤(u⇤⌦) = (q̂)⇤⌦can. (6.4)

Because the space of units is isotropic in (G,⌦), this implies that Ker(') is isotropic with
respect to (q̂)⇤⌦can.

Proof of Theorem 6.1.6. By the previous lemma it is enough to show Ker('x) = Ker('y)
if x, y 2 M belong to the same orbit of G. Indeed, it would then follow that there is a
subgroupoid ⇤ of T ⇤B with the property that q⇤⇤ = Ker('). By the properties of Ker(')
that were proved in the previous lemma and the fact that ⇤|U = �⇤(Ker(')) for every
local section � : U ! M of q, it would then follow that ⇤ is a smooth Lagrangian lattice
in (T ⇤B,⌦can), as desired.

To this end, let x and y belong to the same orbit. Then there is a g 2 G such that s(g) = x
and t(g) = y. Observe that a(↵) is both left- and right-invariant for every ↵ 2 ⌦1(B),
which follows from multiplicativity of ⌦ and the fact that q �s = q � t. This in turn implies
that:

g(↵q(x) · 1x)g�1 = g(�1

a(↵)(1x))g
�1

= �1

a(↵)(g1xg
�1)

= ↵q(x) · 1y.

It follows from this that Ker('x) = Ker('y), as desired.

From the proof the Theorem 6.1.6 we can conclude more. Namely:

Corollary 6.1.9. The integral a�ne structure in Theorem 6.1.6 is uniquely characterized
by the fact that

' : q⇤(T
⇤

)! G0

M , (x, [↵]) 7! ↵ · 1x
is a well-defined isomorphism of Lie groupoids that satisfies:

'⇤(i⇤⌦) = (q̂)⇤⌦
⇤

.

In particular, G0

M is a torus bundle over M .

6.2 Local polyhedrality properties of the moment map

In this section we will derive locally polyhedrality results for the moment map of Hamilto-
nian actions by the symplectic groupoids that we studied in the previous section. Through-
out this section, let (G,⌦) ◆ M be a simple, proper symplectic groupoid acting along a
map µ : (S,!) ! M in a Hamiltonian fashion. Let ⇤ be the induced integral a�ne
structure on the orbit space B. We write:

µ̄ = q � µ : (S,!)! B

Our first proposition allows us to reduce to the results that we have for Hamiltonian
T
⇤

-spaces.

Proposition 6.2.1. The symplectic torus bundle (T
⇤

,⌦
⇤

) acts along µ̄ in a Hamiltonian
fashion as well.
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Proof. First observe that q⇤(T
⇤

) acts along µ, since we can identify it with the Lie sub-
groupoid G0

M of G via the isomorphism ' of Corollary 6.1.9. The action of T
⇤

along µ̄ is
given by:

(b,↵) · p = (µ(p),↵) · p,

where the action on the right hand side denotes that of q⇤(T
⇤

). This action is Hamiltonian.
Indeed, this follows from the fact that the G-action is Hamiltonian, q̂ : q⇤(T

⇤

) ! T
⇤

is a
surjective submersion, '⇤i⇤⌦ = (q̂)⇤⌦

⇤

and the relationship:

mT⇤ � (q̂, IdS) = mG � (i � ', IdS),

in the notation of Corollary 6.1.9.

We thus obtain a normal form and local polyhedrality for the moment map µ̄ : (S,!) !
(B, 0) directly from the results of Chapter 3. In the rest of this section we will express the
assumptions and consequences of these theorems in terms of the G-action, instead of the
T
⇤

-action. Our first objective will be to describe the weights of the symplectic isotropy
representations of the T

⇤

-action in terms of those of the G-action. To this end, let p 2 S.
We write x = µ(p) and b = q(x). We have two symplectic isotropy representations: one
of Gp on

SG
p :=

TpO!
G

TpOG \ TpO!
G
,

and one of (T
⇤

)p on

ST⇤
p :=

TpO!
T⇤

TpOT⇤ \ TpO!
T⇤

=
TpO!

T⇤
TpOT⇤

.

Here we have distinguished the notation for the orbits of the G-action and those of the
T
⇤

-action and we have used that those of the T
⇤

-action are isotropic by Corollary 1.4.3
and the fact that tb = T ⇤

b B. The isomorphism of Lie groupoids ' : q⇤(T
⇤

)! G0

M restricts
to an isomorphism of Lie groups:

'x : (T
⇤

)b ! G0

x.

This maps (T
⇤

)p onto the open Lie subgroup G0

x \ Gp of Gp and hence it induces a linear
symplectic action of (T

⇤

)p on SG
p and a Lie algebra isomorphism ('x)⇤ : T ⇤

b B ! gx which
maps tp onto gp.

Proposition 6.2.2. The map

j : (SG
p ,!p)! (ST⇤

p ,!p), [v] 7! [v],

is a well-defined embedding of symplectic (T
⇤

)p-representations. Moreover, the symplectic
representation (ST⇤

p ,!p) splits as

ST⇤
p = j(SG

p )� j(SG
p )
!
p

and the action on the second component is trivial.

Proof. Recall that the actions of G and T
⇤

are related via:

mT⇤ � (q̂, IdS) = mG � (i � ', IdS). (6.5)

99



6.2. LOCAL POLYHEDRALITY PROPERTIES OF THE MOMENT
MAP

This implies that their infinitesimal actions are related as:

aT⇤p = aGp � ('x)⇤ : T
⇤
b B ! TpS,

In combination with Corollary 1.4.3 this implies that:

TpOT⇤ = aT⇤p (T ⇤
b B)

= aGp (gx)

= TpOG \ TpO!
G .

Therefore i is a well-defined, injective map. Clearly it is a linear symplectic map as well.
It further follows from (6.5) that

[↵] · j([v]) = [(dmT⇤)([↵],p)(0, v)]

= [(dmG)
('

x

([↵]),p)(0, v)]

= j('x([↵]) · [v])

for all [↵] 2 (T
⇤

)b and v 2 SG
p , hence j is (T

⇤

)p-equivariant. It remains to prove that the

action on j(SG
p )
!
p is trivial. To this end, let [v] 2 j(SG

p )
!
p . Then !p(v, w) = 0 for all

w 2 TpO!
G and therefore v 2 TpOG . Now observe that mT⇤ restricts to the projection onto

the second component on the submanifold

(T
⇤

)p ⇥OG ⇢ T
⇤

⇥pr µ̄ S.

Here the first is indeed a subset of the latter due to Proposition 6.2.4 below. It follows
that

[↵] · [v] = [(dmT⇤)([↵],p)(0, v)] = [v]

for all [↵] 2 (T
⇤

)p, as desired.

As an immediate consequence we have:

Corollary 6.2.3. The weight-tuple (↵
1

, ...,↵k) of the symplectic isotropy action of G at
p is mapped onto that of T

⇤

at p by the linear isomorphism g⇤p ! t⇤p induced by 'x.
Consequently, the moment map µ̄ is locally polyhedral and its cone at a point p 2 S is

⇡�1

p (Cone(↵
1

, ...,↵k))

where ⇡p : TbB ! g⇤p is the dual of the composition gp
('

x

)

�1
⇤����! tp ! tb = T ⇤

b B.

Next, we will relate the images of the moment maps µ and µ̄.

Proposition 6.2.4. Let µ : (S,!) ! M be a Hamiltonian G-space, p 2 S, Op the orbit
of the G-action through p and Ox the G-orbit through x = µ(p). Then

µ(Op) = Ox.

Proof. This holds because y 2 Ox if and only if there is a g 2 G such that s(g) = x and

µ(g · p) = t(g) = y.
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Corollary 6.2.5. Let µ : (S,!)!M be a Hamiltonian G-space. Then

µ(S) = q�1(µ̄(S)).

We thus see that the image of µ is determined by that of µ̄. Moreover, we can consider
the map:

¯̄µ : S/G ! B.

Because the canonical quotient map S ! S/G is open (as is the orbit projection of any Lie
groupoid), it follows that µ̄ is locally polyhedral if and only if ¯̄µ is so and in this case the
cone of µ̄ at p 2 S is the cone of ¯̄µ at [p] 2 S/G. We can therefore conclude the following.

Theorem 6.2.6. Suppose that ¯̄µ is closed as a map onto its image and its fiber over a
point ¯̄µ([p]) is connected. Then the image of ¯̄µ is locally polyhedral at ¯̄µ([p]) and its cone
at this point is

⇡�1

p (Cone(↵
1

, ...,↵k)).

6.3 Toric G-spaces
We now suggest a definition of toric G-spaces over simple Poisson manifolds and we show
that the moment image of such a space is a Delzant submanifold of the leaf space.

Definition 6.3.1. A Hamiltonian G-space µ : (S,!) ! (M,⇡) over a simple Poisson
manifold (M,⇡) is called toric if the following conditions hold:

• G is proper and s-connected.

• The G-action is free on an open and dense subset of S.

• dim(S) = 2dim(M)� rk(⇡).

• ¯̄µ is closed as a map onto its image and has connected fibers.

The motivation for these conditions is similar to that for toric T
⇤

-spaces. The first con-
dition ensures that the leaf space of (M,⇡) admits an integral a�ne structure induced
by (G,⌦). If S/G is connected, the second condition is equivalent to the triviality of the
Principal Morita type of the action groupoid. It ensures that the moment map is a weak
isotropic realization which forces the inequality dim(S) � 2dim(M)� rk(⇡) to hold. The
third condition assumes that this is an equality, which is the most ideal situation. Together
with the second and last condition it ensures that the image of ¯̄µ is a Delzant submanifold
of (B,⇤), as we will now show. To this end, let µ : (S,!)! (M,⇡) be a toric G-space and
let � denote the image of ¯̄µ.

Proposition 6.3.2. The symplectic isotropy representation of (T
⇤

)p on (SG
p ,!p) is toric.

Consequently, the isotropy groups of the T
⇤

-action are tori.

Proof. Using the decomposition ST⇤
p from Proposition 6.2.2 and the normal form for the

T
⇤

-action in the same way as in the proof of Proposition 5.1.7 one derives that the action
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of (T
⇤

)p on SG
p is free on an open and dense subset. Moreover, we have:

dim(SG
p ) = dim(TpO!

G )� dim(TpOG \ TpO!
G )

= (dim(S)� dim(ap(T
⇤
xM)))� dim(ap(gx))

= dim(S)� (dim(M)� dim(gp))� (dim(gx)� dim(gp))

= dim(M)� rk(⇡)� dim(Ker(⇡]x)) + 2dim(gp)

= 2dim(gp)

= 2dim((T
⇤

)p).

Here we used Corollary 1.4.3 throughout and we used that dim(S) = 2dim(M)� rk(⇡) in
the fourth step. We conclude that the (T

⇤

)p-representation on (SG
p ,!p) is indeed toric.

Together with Theorem 6.2.6 and the same arguments as in the ⇡ = 0 case, this leads to
a generalization of Theorem 5.1.14. In particular, we find:

Theorem 6.3.3. The moment image � of a toric G-space is a Delzant submanifold of its
orbit space (B,⇤).

A brief outlook

We conclude this chapter with an outlook on what we expect or hope to be true for toric
G-spaces. Although we do expect the map ¯̄µ : S/G ! � to be a homeomorphism, it
probably need not be an isomorphism of stratified spaces, unless the isotropy groups of
the G-action (and not just those of the T

⇤

-action) are connected.

Apart from this, the question remains whether or not the classification of toric T
⇤

-spaces
could be generalized to toric G-spaces. A similar classification has already been given
for proper isotropic realizations with connected fibers, in [DD87]. The conclusion in that
case is that every such isotropic realization induces an integral a�ne structure on the leaf
space and, given a Poisson manifold (M,⇡) with an integral a�nes structure ⇤ on its
leaf space, there is an obstruction class associated to ⇡ and ⇤ which vanishes precisely
if (M,⇡) admits such an isotropic realization inducing the given integral a�ne structure.
It is however not yet known whether or not this class vanishes if (M,⇡) admits a proper
integration that induces the integral a�nes structure ⇤ on its leaf space, which is the
situation that would be of interest to us. Anyhow, such an obstruction class will certainly
play a role when classifying toric G-spaces.
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Appendix A

Proof of the normal form for
Hamiltonian T -spaces

The Moser-Weinstein theorem is a classical tool in symplectic geometry that helps to prove
many (if not all) symplectic normal form theorems. Guillemin and Sternberg noticed in
[GS82] that this theorem and its proof generalize to give a normal form for a moment
map around the fixed points of a proper Hamiltonian G-space. Later this was generalized
to a normal form around arbitrary orbits. In this appendix we will prove a version of
this around isotropic orbits, following the exposition in [Kar93]. Theorem 3.2.1 is a direct
consequence of this.

The normal form for proper Lie group actions

Let M be a proper G-space, x 2 M and O the orbit through x. If x is a fixed point of
the action, then Gx = G and the G-space M is modeled by the isotropy representation
TxM in a G-invariant neighbourhood of x. To obtain a local model of the G-space M in a
neighbourhood of a non-fixed point one is forced to consider G-invariant neighbourhoods
of x. In particular, such a neighbourhood contains the entire orbit O through x. The idea
is now to use the normal bundle to this orbit as the local model. Since the zero-section of
such a normal bundle is an orbit O, which is the base of the principal Gx-bundle G! O,
we can use the G-vector bundle

G⇥G
x

Nx

associated to the isotropy representation at x to realize the normal bundle as a G-space.
This is a vector bundle over O, so that we can (and always will) view O as the zero-section
in G⇥G

x

Nx and x as [e, 0, 0].

Theorem A.1. There exists a G-equivariant embedding

 : G⇥G
x

Nx �!M

from a G-invariant open neighbourhood of O onto a G-invariant open neighbourhood of O
in M , such that  restricts to the identity on O. Given a Gx-equivariant linear injection

i : Nx ! TxM

onto a linear complement to TxO in TxM , we can choose  such that d 
[e,0] is given by:

(āx, i) : g/gx �Nx ! TxM, ([↵], v) 7! ax(↵) + i(v).
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Proof. See for instance the proof of [OR04, Thm 2.3.28].

Remark 19. In the above theorem we can (by the same proof) replace Nx by any rep-
resentation V of Gx that admits an equivariant linear injection i : V ! TxM such that
i(V )� TxO = TxM . We will take V to be g0x � Sx in the coming sections.

Remark 20. Let G be a Lie group, H a closed subgroup and V a representation of H.
Every G-invariant open subset U of G⇥H V is of the form G⇥H W for some H-invariant
open W ⇢ V . Indeed, let ⇡ : G⇥ V ! G⇥H V denote the canonical projection. Then for
every v 2 V such that (e, v) 2 ⇡�1(U), there is an open neighbourhood Wv of v in V such
that {e}⇥Wv ⇢ ⇡�1(U). Taking the union of the opens Wv over all such v we obtain an
open W ⇢ V , which by G-invariance of U is such that G ⇥W = ⇡�1(U). It follows that
W is H-invariant and U = G⇥H W , as claimed.

The local model of a Hamiltonian G-space

As for any local normal form, one needs a model that describes the local behaviour of the
structure under consideration. Suppose that we are given a proper Hamiltonian G-space
(M,!, µ) and a point x 2 M for which the orbit O through x is isotropic. We will build
a new Hamiltonian G-space out of the following data:

• The Lie group G,

• the isotropy group Gx of the action,

• the symplectic isotropy representation: Gx ! Sp(Sx,!x).

Recall here from Definition 1.4.21 that

Sx =
TxO!

TxO \ TxO!
.

By means of the symplectic reduction theorem we will now construct the model. First of
all, the symplectic isotropy representation at x comes with its standard moment map µS

x

.
Secondly, we consider (G⇥ g⇤,!G) as a Gx-space with the action of Gx given by

h · (g,↵) = (gh�1,Ad⇤h↵), g 2 G, h 2 Gx.

In view of Example 1.4.11 and part a of the next lemma this action is Hamiltonian with
moment map given by:

(g,↵) 7! �↵|g
x

.

Lemma A.2. Let (M,!, µ) be a Hamiltonian G-space. The following properties hold.

a) If H is another Lie group and ' : H ! G an morphism of Lie groups, then H acts
on M via ' and (M,!, (d'e)⇤ � µ) is a Hamiltonian H-space with this action.

b) If (M 0,!0, µ0) is another Hamiltonian G-space, then (M ⇥M 0,! � !0, µ + µ0) is a
Hamiltonian G-space for the diagonal action of G.

The proof of this is straightforward. By part b, the cartesian product of G⇥ g⇤ and Sx is
a Hamiltonian Gx-space for the diagonal action, with moment map given by

µG
x

(g,↵, v) = µS
x

(v)� ↵|g
x

. (A.1)
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As the action of Gx on G⇥g⇤⇥Sx is proper and free, it is so as well on the closed invariant
subspace µ�1

G
x

(0). Therefore, by the symplectic reduction theorem, we obtain the reduced
symplectic manifold

(P
0

,!
0

).

Using Proposition 1.4.19, we will now equip this with a Hamiltonian G-action. We endow
(Sx,!x) with the trivial Hamiltonian G-action (with moment map constantly 0) and equip
(G ⇥ g⇤,�⌦can) with the Hamiltonian G-action induced by left translation on G, as in
Example 1.4.11. Then the diagonal action turns the product G⇥g⇤⇥Sx into a Hamiltonian
G-space with moment map given by:

µG(g,↵, v) = Ad⇤g↵.

Because µG is Gx-invariant, µG
x

is G-invariant and the actions of G and Gx commute, it
follows that the Hamiltonian G-space structure on G⇥g⇤⇥Sx descends to one on P

0

with
moment map µ

0

uniquely determined by the fact that:

µ
0

� ⇡ = µG|µ�1
(0)

.

Here ⇡ : µ�1

G
x

(0)! P
0

is the canonical quotient map.

In principal, this model would do. However in its current form the quotient space P
0

is
still rather mysterious, while one would hope to end up with a model in the familiar form
of a tubular neighbourhood. As we will now show, the G-space P

0

is equivariantly di↵eo-
morphic to such a tube. For this we need an auxiliary Gx-equivariant linear projection
p : g ! gx, which can for instance be obtained by selecting a Gx-invariant inner product
on g and letting p be the orthogonal projection onto gx. It follows from expression (A.1)
that

'p : G⇥ g0x ⇥ Sx ! G⇥ g⇤ ⇥ Sx, (g,↵, v) 7! (g, p⇤(µS
x

(v)) + ↵, v)

is a Gx-equivariant embedding with image µ�1

G
x

(0), where the Gx-action on the left-hand
space is given by

h · (g,↵, v) = (gh�1,Ad⇤h↵, hv).

Therefore 'p descends to a di↵eomorphism

'p : G⇥G
x

(g0x � Sx)! P
0

.

Because 'p is G-equivariant as well, it follows that 'p is an isomorphism of G-spaces.
Pulling-back the symplectic form !

0

and the moment map µ
0

turns G⇥G
x

(g0x � Sx) into
a Hamiltonian G-space, with symplectic form ⌦p = '⇤

p!0

uniquely determined by the fact
that

q⇤⌦p = '⇤
p(�⌦can � !x) (A.2)

where q : G ⇥ g0x ⇥ Sx ! G ⇥G
x

(g0x � Sx) is the canonical quotient map. The moment
map Mp = '⇤

pµ0

is given by:

Mp([g,↵, v]) = Ad⇤g(p
⇤(µS

x

(v)) + ↵).

This ends the construction of the model. Note that the isomorphism class of the model
does not depend on the choice of p. The local normal form that we aim to prove is as
follows.
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Theorem A.3. Let (M,!, µ) be a proper Hamiltonian G-space and x 2M such that the
orbit O through x is isotropic. Let p : g! gx be a Gx-equivariant linear projection. Then
there exists an embedding of Hamiltonian G-spaces

 : (G⇥G
x

(g0x � Sx),⌦p,Mp + Ad⇤(µ(x))) �! (M,!, µ)

from a G-invariant open neighbourhood of O onto a G-invariant open neighbourhood of O
in M that restricts to the identity on O.

For the proof of the normal form theorem, it will be essential to obtain a more explicit
expression for ⌦p at points of O. Since ⌦p is G-invariant, we can restrict ourselves to the
point [e, 0, 0]. The tangent space to the slice G ⇥G

x

(g0x � Sx) at [e, 0, 0] is canonically
isomorphic to

g/gx � g0x � Sx.

Because ↵ 2 g⇤ factors through an element of (g/gx)⇤ precisely if ↵ 2 g0x, we have a
canonical Gx-equivariant linear isomorphism

g0x ! (g/gx)
⇤, ↵ 7! ↵. (A.3)

Hence we can pull the canonical linear symplectic form on g/gx ⇥ (g/gx)⇤ back to a Gx-
invariant linear symplectic form ⌘ on g/gx ⇥ g0x, given by:

⌘(([⇠],↵), ([⇠0],↵0)) = ↵0(⇠)� ↵(⇠0).

Proposition A.4. Let ⌦p be the symplectic form as in (A.2). Then:

(g/gx � g0x � Sx, (⌦p)
[e,0,0]) = (g/gx � g0x, ⌘)� (Sx,!x).

Proof. The proof is a straightforward computation, the details of which are left to the
reader. Let us at least give directions. First one uses the fact that ⌦p is determined by
equation (A.2). To work out the right-hand side of (A.2) one computes the di↵erential of
' by using the fact that (dµS

x

)
0

= 0, which holds because µS
x

is quadratic. Finally one
applies formula (1.4).

Proof of the local normal form

To prove that the model that we have constructed indeed describes the Hamiltonian G-
space structure of a neighbourhood of an isotropic orbit, we combine the tube theorem for
proper Lie group actions with an equivariant version of the Moser-Weinstein theorem.

Our first aim is to prove:

Theorem A.5. Let (M,!) be a symplectic G-space and x 2 M such that the orbit O
through x is isotropic. Let p : g ! gx be a Gx-equivariant linear projection. Then there
exists an embedding of symplectic G-spaces

' : (G⇥G
x

(g0x � Sx),⌦p) �! (M,!)

from a G-invariant open neighbourhood of O onto a G-invariant open neighbourhood of O
in M that restricts to the identity on O.

Lemma A.6. Let (V,!) be a symplectic vector representation of a compact Lie group H.
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a) Let L ⇢ V be an H-invariant Lagrangian linear subspace. Then there is an isomor-
phism of symplectic representations

(V,!) ⇠= (L� L⇤,!L)

that restricts to the identity map on L.

b) Suppose that W ⇢ V is an H-invariant linear subspace. Set K = W \W!. Then
there is an isomorphism of symplectic representations

(V,!) ⇠= (K �K⇤,!K)� (W/K,!)� (W!/K,!)

that restricts to the identity map on K.

Proof. We first address part a. Choose an H-equivariant, !-compatible complex structure
J on V . Then JL is an H-invariant Lagrangian linear complement to L. The map

' : V = L� JL! L� L⇤, (v, w) 7! (v,!(·, w))

satisfies the requirements.
We turn to part b. Choose an H-invariant linear complement C to K in V . Then W \ C
and W!\C are H-invariant symplectic subspaces of V . Indeed, if w 2 (W \C)\(W \C)!,
then for all w0 = u+ v 2W = K � (W \ C) we have

!(w,w0) = !(w, u) + !(w, v) = 0.

Hence w 2 K\C, which implies that w = 0. This shows that W \C is symplectic and the
argument for W! \C is analogous. Therefore V decomposes into H-invariant symplectic
subspaces:

V = ((W \ C) + (W! \ C))! � (W \ C)� (W! \ C)

Note further that the map W \C !W/K, w 7! [w] is an equivariant linear symplectomor-
phism and the same holds for W! \ C ! W!/K, w 7! [w]. Moreover, it follows directly
from the definition of K that it is isotropic and contained in ((W \ C) + (W! \ C))!. A
straightforward dimension count shows that

dim((W \ C) + (W! \ C))! = 2dimK,

so that K is Lagrangian in ((W \ C) + (W! \ C))!. So application of part a to K, in
combination with the above, completes the proof of the lemma.

Lemma A.7 (Equivariant version of the Moser-Weinstein theorem). Let M be a proper
G-space and O an orbit. Suppose that !

0

and !
1

are G-invariant symplectic forms on M
that coincide at every x 2 O. Then there are G-invariant open neighbourhoods U

0

and
U
1

of O and an isomorphism of symplectic G-spaces ' : (U
0

,!
0

) ! (U
1

,!
1

) such that '
restricts to the identity map on O.

Proof. Using an equivariant normal bundle to the orbit, the usual proof of the original
non-equivariant version by means of the Moser-path method works in this situation as
well. See for example [OR04, Thm 7.3.1] for details.
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Proof of Theorem A.5. Lemma A.6 yields a Gx-equivariant linear symplectomorphism

(TxO � TxO⇤,!T
x

O)� (Sx,!x)! (TxM,!x)

that restricts to the identity on TxO. The infinitesimal action induces a Gx-equivariant
linear isomorphism ax : g/gx ! TxO. Combining this with the above we obtain a G-
equivariant linear symplectomorphism

(g/gx � (g/gx)
⇤,!g/g

x

)� (Sx,!x)! (TxM,!x)

that restricts to ax on g/gx. Finally, by using the isomorphism (A.3) we obtain a Gx-
equivariant linear symplectomorphism

 : (g/gx � g0x, ⌘)� (Sx,!x)! (TxM,!x)

that restricts to ax on g/gx. By restricting this to g0x � Sx we obtain a Gx-equivariant
linear injection

i : g0x � Sx ! TxM,

the image of which is complementary to TxO. So by Theorem A.1 there is a G-equivariant
embedding

 : G⇥G
x

(g0x � Sx) �!M

from a G-invariant open neighbourhood of U of O onto a G-invariant open neighbourhood
of O in M , that restricts to the identity on O and satisfies:

d 
[e,0,0] = (ax, i) =  .

It follows from Proposition A.4 that

( ⇤!)
[e,0,0] = (⌦p)[e, 0, 0]

and hence, by G-invariance, both agree at all points of O. Therefore, Lemma A.7 implies
that there is an embedding of symplectic G-spaces

' : (U,⌦p) �! (U, ⇤!)

from a G-invariant open neighbourhood of O in U to another such open neighbourhood,
such that ' is the identity on O. The required embedding of symplectic G-spaces is now
given by  � '.

Finally, we derive Theorem A.3 from this. We need one short lemma.

Lemma A.8. Let (M,!) be a symplectic G-space and suppose that µ and ⌫ are both
moment maps for it. Then their di↵erence µ� ⌫ is a locally constant function M ! g⇤.

Proof. For all x 2M , v 2 TxM and ⇠ 2 g we have:

hdµx(v)� d⌫x(v), ⇠i = dhµ, ⇠ix(v)� dh⌫, ⇠ix(v) = (◆⇠
M

!x)(v)� (◆⇠
M

!x)(v) = 0.

So d(µ� ⌫) = 0, which implies the lemma.

108



APPENDIX A. PROOF OF THE NORMAL FORM FOR
HAMILTONIAN T -SPACES

Proof of Theorem A.3. Let ' be an embedding as in Theorem A.5, defined on a G-
invariant open neighbourhood U = G ⇥G

x

B of O. By means of a Gx-invariant inner
product (which exists because Gx is compact) we find a Gx-invariant open ball around
(0, 0) inside B, so we can assume B to be such an open ball. Since ' is an equivariant
symplectic embedding, both Mp and µ�' define a moment map on the symplectic G-space
U . By equivariance of the moment maps and the fact that '([e, 0, 0]) = x we find:

µ('([g, 0, 0]))�Mp([g, 0, 0]) = Ad⇤g(µ(x)),

for all g 2 G. By convexity of B, [g,↵, v] lies in the same connected component of U
as [g, 0, 0], for each [g,↵, v] 2 U . Since by the previous lemma µ � ' �M is constant
on each such connected component, the map ' is the desired embedding of Hamiltonian
G-spaces.

Remark 21. The local normal form that we have given here can, in an entirely similar
spirit, be generalized to a local normal form around arbitrary orbits of proper Hamilto-
nian G-spaces. This is often named the Marle-Guillemin-Sternberg normal form, after its
discoverers. For the statement and proof of this generalization see for instance [Kar93].

For Hamiltonian T -spaces Theorem A.3 takes the following simpler form, as desired.

Corollary A.9. Let T be a torus, (M,!, µ) a Hamiltonian T -space, x 2 M and O the
orbit through x. Let p : t ! tx be a linear projection. Then there exists an embedding of
Hamiltonian T -spaces

 : (T ⇥T
x

(t0x � Sx),⌦p,Mp + µ(x)) �! (M,!, µ)

from a T -invariant open neighbourhood of O onto a T -invariant open neighbourhood of O
in M , that restricts to the identity on O. Here Mp is given by:

Mp([t,↵, v]) = ↵+ p⇤(µS
x

(v)).

Proof. This follows from Theorem A.3 by two observations. First, notice that every orbit
O is isotropic because µ is then T -invariant, and hence constant on O, so that

TyO ⇢ Ker(dµy) = TyO!

for all y 2 O. Secondly, the (co-)adjoint action of an abelian group is trivial, so any linear
projection p : t! tx is Tx-equivariant and the expression for Mp simplifies.
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