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Modellen & Simulatie

Lecture 12 - Wrap-up stabiliteit 
differentiaalvergelijkingen



Overzicht van ModSim
• Basisbegrippen dynamische modellen

• Definities recursies, DVs, numerieke methoden

• Oplossingen DVs

• Convergentie numerieke methoden


• Dynamica

• Scalaire dynamica

• Dynamica op Rd

➡Lineaire dynamica op R2


• Bijzondere gevallen

• Lineaire kansmodellen (Markovketens)

• Niet-autonome systemen (Resonantie)

• Hogere orde numerieke methoden

Meeste

aandacht

(t/m 6 apr.)



Lineaire Dynamica op R2

• Klassificatie van evenwichten: 
zadels, knopen, spiralen


• Klassificatie van evenwichten: 
grensgevallen


• Stelling van Hartman-Grobman

• Faseportretten niet-lineaire DVs

• Stelling Poincaré-Bendixson
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Phase portraitVector Field
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d=s2/4, case I
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d=s2/4, case II
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Stelling van Hartman-Grobman
• Een evenwicht α is hyperbolisch als het reële deel van elk 

eigenwaarde van Df(α) niet nul is.

• Stelling van Hartman:  Als α een hyperbolisch evenwicht is, dan 

is er een gebied rondom het evenwicht waar de faseportret “lijkt 
op” die van het gelineariseerde stelsel.


• Hiermee kunnen we een aardig indruk krijgen van de fase 
ruimte van een niet-lineaire DV.



2.5. Constructing Phase Plane Diagrams 59

eigenvalues areλ1 = 1 andλ2 = −1. The corresponding eigenvectors are (−1, 1)T

and (1, 0)T , respectively. This critical point is also a saddle point or col. Consider
the critical point at (0, −2). Now the eigenvalues are λ1 = 3 and λ2 = 1; the
corresponding eigenvectors are (1, −1)T and (0, 1)T , respectively. The critical
point at (0, −2) is therefore an unstable node. Finally, consider the critical point
at ( 6

5 , 2
5 ). The eigenvalues in this case are

λ = −2 ± i
√

11
5

and the critical point is a stable focus. There is no need to find the eigenvectors;
they are complex in this case.

Consider the isoclines. Now ẋ = 0 on x = 0 or on y = 1 − x
2 , and ẏ = 0 on

y = 0 or on y = 2x − 2. The directions of the flow can be found by considering
ẏ and ẋ on these curves.

The slope of the trajectories is given by

dy

dx
= y

(
x − 1 − y

2

)

x
(
1 − x

2 − y
) .

A phase portrait indicating the stable and unstable manifolds of the critical points
is shown in Figure 2.13.
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Figure 2.13: A phase portrait for Example 9. The axes are invariant.

58 2. Planar Systems
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Figure 2.12: [Notebook] A phase portrait for Example 8. Note that, in a small
neighborhood of the origin, the unstable manifold (WU) is tangent to the line EU

given by y = λ1x, and the stable manifold (WS) is tangent to the line ES given by
y = λ2x; the equations of both lines are derived from the respective eigenvectors.

Example 9. Plot a phase portrait for the system

ẋ = x
(

1 − x

2
− y

)
, ẏ = y

(
x − 1 − y

2

)
.

Solution. Locate the critical points by solving the equations ẋ = ẏ = 0. Hence
ẋ = 0 if either x = 0 or y = 1 − x

2 . Suppose that x = 0. Then ẏ = 0 if
y(−1 − y

2 ) = 0, which has solutions y = 0 or y = −2. Suppose that y = 1 − x
2 .

Then ẏ = 0 if either 1 − x
2 = 0 or 1 − x

2 = 2x − 2, which has solutions x = 2
or x = 6

5 . Thus there are four critical points at (0, 0), (2, 0), (0, −2), and ( 6
5 , 2

5 ).
Notice that ẋ = 0 when x = 0, which means that the flow is vertical on the y-axis.
Similarly, ẏ = 0 when y = 0, and the flow is horizontal along the x-axis. In this
case, the axes are invariant.

Linearize by finding the Jacobian matrix; hence

J =
( ∂P

∂x
∂P
∂y

∂Q
∂x

∂Q
∂y

)

=
(

1 − x − y −x

y x − 1 − y

)
.

Linearize around each of the critical points and apply Hartman’s theorem.
Consider the critical point at (0, 0). The eigenvalues are λ = ±1 and the critical
point is a saddle point or col. Next, consider the critical point at (2, 0); now the



Stelling van Poincare-Bendixson
• Een verzameling                  is invariant als geldt


• Stelling Poincaré-Bendixson:  als (open)                   invariant is, 
en er bevinden zich geen evenwichten erin, dan convergeert de 
oplossing naar een limietcykel:  een periodieke baan die alle 
ander banen aantrekt. 

D ⇢ Rd

y0 2 D ) y(t) 2 D, 8t > 0

D ⇢ R2



Stelling van Poincare-Bendixson

The behavior is made even more clear by converting the system to polar
coordinates (see Assignment #4 solutions). We have that

dr

dt
= r(1� r)(1 + r)

d✓

dt
= 1 + r2.

As we just reasoned, solutions far from (0, 0) approach the center (r > 1
implies r0 < 0), solutions near (0, 0) move away (0 < r < 1 implies r0 >
0), and solutions on the unit circle remain there (r = 1 implies r0 = 0).
Furthermore, solutions are always spinning counterclockwise (✓0 > 0) (see
Figure 1).
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Figure 1: In (a), we have the phase portrait and vector field of system (1).
All solutions spiral counterclockwise and converge to the limit cycle with the
radius r = 1. In (b) and (c), a numerically simulated solution (x(t), y(t)) is
shown.

We have discovered a completely new qualitative feature of two-dimensional
systems: an object which attracts solutions which is not a fixed point.

Definition 1.1. An orbit x(t) of a system of di↵erential equations is called
a limit cycle if it is periodic and there are no nearby periodic orbits.

A key feature of limit cycles, which separate them from the periodic orbits we
have encountered for linear and nonlinear centers, is that the periodic orbit is
isolated. There must be a region about the orbit which does not contained
periodic orbits. For two-dimensional systems, topological considerations
guarantee that trajectories are either attracting, repelling, or semi-stable,
much like fixed points in one-dimensional systems. In other words, we can
talk about the stability properties of limit cycles just as we can fixed points.

3

R

Figure 4: The vector field of the system (1) with the boundaries of an
annular trapping region R shown. On the inner circle solutions are forced
out, while on the outer circle solutions are forced in.

Example 1: (Chapter 7.3 in text) Consider the following simplified
model of glycolysis:

1. We track the concentrations of X (ADP) and Y (F6P) (i.e. all other
involved species are assumed to be plentiful).

2. There is continuous inflow of Y and outflow of X.

3. Y is converted into X in two ways: directly (i.e. a reaction of the form
Y ! X) and in a facilitated way when there are many molecules of X
(in this case, a reaction of the form 2X + Y ! 3X).

With suitable proportionality constants, this gives rise to the model

dx

dt
= �x+

y

10
+ x2y

dy

dt
=

1

2
� y

10
� x2y.

(5)

Use the Poincaré-Bendixson Theorem to prove that (5) has a limit cycle.

Solution: As is our standard approach by this point, we start by con-
structing the vector field plot, determining the fixed points, and conducting
linear stability analysis. In this case, the nullclines are given by

dx

dt
= 0 =) y =

10x

1 + 10x2

9

MATH 415, WEEK 10:
Limit Cycles, Van der Pol Oscillator,

Poincaré-Bendixson Theorem

1 Limit Cycles

Recall that, for one-dimensional systems, the global phase portrait and all
qualitatively interesting behavior could be determined by considering the be-
havior at fixed points and then extending outward. Over the past month, we
have seen many two-dimensional systems where this same intuition worked
very well. The work required to verify that fixed points were stable, unsta-
ble, or centers was often challenging, but once these questions were resolved
we were able to construct the phase portrait and explain the qualitative
behavior in di↵erent regions of the (x, y)-plane.

Now let’s consider the system

dx

dt
= x� y + (�x� y)(x2 + y2)

dy

dt
= x+ y + (x� y)(x2 + y2)

(1)

from Assignment #4. This is obviously highly nonlinear and therefore dif-
ficult to analyze directly. We will side-step that problem for a moment. It
can be shown that (x̄, ȳ) = (0, 0) is the only fixed point and we can easily
determine that the linearized system about (0, 0) is governed by

Df(0, 0) =


1 �1
1 1

�

which has the complex eigenvalues � = 1 ± i. Since (0, 0) is hyperbolic, it
follows by the Hartman-Grobman Theorem that the nonlinear system looks
like a spiral source near (0, 0).

This is insightful but the picture only extends a short distance from
(0, 0); far from from (0, 0) the picture may be di↵erent. Without being very
rigorous, we can use the intuition that being “far” from (0, 0) just means
that we are taking x2 + y2 to be large. We have the following e↵ective
behaviors when x2 + y2 is large:

dx

dt
behaves like � x� y

1

D ⇢ R2

The behavior is made even more clear by converting the system to polar
coordinates (see Assignment #4 solutions). We have that

dr

dt
= r(1� r)(1 + r)

d✓

dt
= 1 + r2.

As we just reasoned, solutions far from (0, 0) approach the center (r > 1
implies r0 < 0), solutions near (0, 0) move away (0 < r < 1 implies r0 >
0), and solutions on the unit circle remain there (r = 1 implies r0 = 0).
Furthermore, solutions are always spinning counterclockwise (✓0 > 0) (see
Figure 1).
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Figure 1: In (a), we have the phase portrait and vector field of system (1).
All solutions spiral counterclockwise and converge to the limit cycle with the
radius r = 1. In (b) and (c), a numerically simulated solution (x(t), y(t)) is
shown.

We have discovered a completely new qualitative feature of two-dimensional
systems: an object which attracts solutions which is not a fixed point.

Definition 1.1. An orbit x(t) of a system of di↵erential equations is called
a limit cycle if it is periodic and there are no nearby periodic orbits.

A key feature of limit cycles, which separate them from the periodic orbits we
have encountered for linear and nonlinear centers, is that the periodic orbit is
isolated. There must be a region about the orbit which does not contained
periodic orbits. For two-dimensional systems, topological considerations
guarantee that trajectories are either attracting, repelling, or semi-stable,
much like fixed points in one-dimensional systems. In other words, we can
talk about the stability properties of limit cycles just as we can fixed points.
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Werkcollege voor vandaag

• Probleem 4.17 Klassificatie evenwichten, faseportretten DVs

• Probleem 4.18 Toepassing 


