the calculated results. This monograph has many distinct solutions which can serve as test case comparisons for validating packaged solutions for high Reynolds number unseparated flows where free or moving boundaries are present. A number of application areas in civil and marine engineering readily come to mind.

Several problems are presented where the liquid domain is partially bounded by impermeable walls, as well as by a free surface. Some interesting problems of this sort have been omitted from this monograph. One of these is the author’s well-known analysis of pouring flows, work done with J. B. Keller, that is relevant to dripping from a teapot spout. I recall that this work earned the somewhat facetious Ig Nobel prize (1999), which is given for worthy but curious research. The award was presented at Harvard University and Jean-Marc, always the gentleman, graciously accepted it.

I do have a minor criticism of this monograph. The one-page subject index is much too short. There is, however, a good and lengthy alphabetical list of references; the list would be more useful if each reference were referred to the page(s) in the text where it is mentioned, so that the list could then serve as an author index. I believe that this could be accomplished rather easily within \LaTeX.

Leonard Schwartz
University of Delaware

Distributions: Theory and Applications.

From early times, people doing PDEs have been motivated to consider derivatives of functions that possess little or no smoothness. For example, one might want to treat functions of the form

\begin{equation}
(1)\quad u(t, x) = f(t + x) + g(t - x)
\end{equation}

as solutions to the wave equation \(u_{tx} - u_{xx} = 0\), even when \(f\) and \(g\) are quite rough (perhaps having jump discontinuities). As another example, shock wave solutions to

\begin{equation}
(2)\quad u_t + f(u)_x = 0
\end{equation}

are considered, when \(u\) is piecewise \(C^1\) with a jump across a curve \(x = \gamma(t)\); one imposes across \(\gamma\) the Rankine–Hugoniot condition \(s(u) = |f'|\), where \(s = dx/dt, u\) is the jump of \(u\), and \(|f'|\) the jump of \(f(u)\) across \(\gamma\). In such cases, these functions are interpreted as weak solutions, satisfying, respectively,

\begin{equation}
(3)\quad \iint (\varphi_t - \varphi_{xx}) u \, dx \, dt = 0,
\end{equation}

\begin{equation}
(4)\quad \iint (-\varphi_t u - \varphi_{x} f(u)) \, dx \, dt = 0
\end{equation}

for all smooth, compactly supported “test functions” \(\varphi\).

Making use of functional analysis, which had developed nicely over the first half of the 20th century, Schwartz [8, 9] presented a beautiful and systematic theory of distributions which, among other things, incorporates such notions of weak solutions.

A distribution on an open set \(\Omega \subset \mathbb{R}^n\) is defined as a continuous linear functional

\begin{equation}
(4)\quad u : C^\infty_0(\Omega) \rightarrow \mathbb{C},
\end{equation}

where \(C^\infty_0(\Omega)\) consists of smooth functions with compact support in \(\Omega\). Here, continuity means that \(u(f_j) = (f_j, u) \rightarrow (f, u)\) if \(f_j \rightarrow f\) in \(C^\infty_0(\Omega)\), i.e., if there exists a compact \(K \subset \Omega\) such that all \(f_j\) are supported in \(K\) and \(f_j \rightarrow f\), with all derivatives, uniformly. For example, if \(u\) is continuous, or more generally merely locally integrable on \(\Omega\), it defines an element of \(D'(\Omega)\) via

\begin{equation}
(5)\quad \langle f, u \rangle = \int_\Omega f(x)u(x) \, dx, \quad f \in C^\infty_0(\Omega).
\end{equation}

Now one can apply \(\partial_x = \partial/\partial x_1\) to any element of \(D'(\Omega)\) as follows:

\begin{equation}
(6)\quad \langle f, \partial_x u \rangle = -\langle \partial_x f, u \rangle.
\end{equation}

In the case \(u \in C^1(\Omega)\), this becomes

\begin{equation}
(7)\quad \langle f, \partial_x u \rangle = -\int_\Omega \frac{\partial f}{\partial x_j}(x) \, dx,
\end{equation}

which, by integration by parts, agrees with the classical definition of \(\partial_x u = \partial u/\partial x_j\). To give an example of the application of (6), let \(H(x) = 1\) for \(x > 0, 0\) for \(x < 0\). Then

\begin{equation}
(8)\quad \langle f, \partial_x H \rangle = -\int_0^\infty f'(x) \, dx = f(0),
\end{equation}
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so
\begin{equation}
\partial_x H = \delta, \quad \text{where } \langle f, \delta \rangle = f(0)
\end{equation}
defines \( \delta \) as the “Dirac delta function.” To take another example, again for \( x \in \mathbb{R} \),
\begin{equation}
\langle f, \partial_x \log |x| \rangle = - \int f'(x) \log |x| \, dx
= \lim_{\varepsilon \to 0} \int_{-\varepsilon}^{\varepsilon} \frac{f(x)}{x} - \frac{f(-x)}{x} \, dx
= \langle f, \mathbf{PV} \frac{1}{x} \rangle,
\end{equation}
where the last identity defines the distribution \( \mathbf{PV}(1/x) \). The key here is to excise \([-\varepsilon, \varepsilon]\) from the first integral in (10), apply ordinary integration by parts \( (\partial_x \log |x|) = 1/x \) on \( \mathbb{R} \setminus \{0\} \), and pass to the limit. A similar line of attack works on
\begin{equation}
G_n(x) = |x|^{2-n} \quad (n \geq 3),
\end{equation}
\begin{equation}
G_2(x) = \log |x| \quad (n = 2)
\end{equation}
on \( \mathbb{R}^n \). These functions are harmonic on \( \mathbb{R}^n \setminus \{0\} \). If we write
\begin{equation}
\Delta G_n = C_n \delta \quad \text{on } \mathbb{R}^n,
\end{equation}
excise \( \{x \in \mathbb{R}^n : |x| \leq \varepsilon\} \), apply Green’s theorem, and take \( \varepsilon \to 0 \), we get
\begin{equation}
\Delta G_n = C_n \delta \quad \text{on } \mathbb{R}^n,
\end{equation}
\begin{equation}
C_n = -(n-2)\text{Area}(S^{n-1}) \quad (n \neq 2), \quad C_2 = 2\pi.
\end{equation}
The Fourier transform, given by
\begin{equation}
\mathcal{F}f(x) = \hat{f}(\xi) = (2\pi)^{-n/2} \int f(x)e^{-ix\cdot \xi} \, dx
\end{equation}
for \( f \in L^1(\mathbb{R}^n) \), provides a powerful tool for analyzing PDEs, since it intertwines \( \partial/\partial x_i \) and multiplication by \(-i\xi_i \). The Fourier inversion formula states that \( \mathcal{F}^* \mathcal{F} = \mathcal{F} \mathcal{F}^* = I \), where \( \mathcal{F}^* \) is defined as in (14) with \( e^{-ix\cdot \xi} \) replaced by \( e^{ix\cdot \xi} \). To prove this, it is convenient to have a function space invariant under the action of \( \mathcal{F} \), not \( L^1(\mathbb{R}^n) \), since \( \mathcal{F} : L^1(\mathbb{R}^n) \to L^\infty(\mathbb{R}^n) \). Schwartz produced a beautiful theory of Fourier analysis using the space
\begin{equation}
\mathcal{S}(\mathbb{R}^n) = \{ f \in C^\infty(\mathbb{R}^n) : p_N(f) < \infty \forall N \},
\end{equation}
p
\begin{equation}
p_N(f) = \sup_x (1 + |x|^2)^N \sum_{0 \leq \alpha \leq N} |D^\alpha f(x)|.
\end{equation}
It is readily verified that \( \mathcal{F}, \mathcal{F}^* : \mathcal{S}(\mathbb{R}^n) \to \mathcal{S}(\mathbb{R}^n) \). One way to get the inversion formula is to sneak up on it:
\begin{equation}
\mathcal{F}^* \mathcal{F} f(x) = \lim_{\varepsilon \to 0} (2\pi)^{-n/2} \int e^{-i(\xi+x)\cdot t} \hat{f}(\xi) e^{i\xi\cdot \xi} \, d\xi
= \lim_{\varepsilon \to 0} \int p(t, x-y)f(y) \, dy.
\end{equation}
To get this last step, replace \( \hat{f}(\xi) \) by its integral definition and switch the order of integration. One has a classical Gaussian integral to calculate, and the result is
\begin{equation}
p(t, x) = (4\pi t)^{-n/2} e^{-|x|^2/4t}.
\end{equation}
It is then an easy task to show that \( \int p(t, x-y)f(y) \, dy \to f(x) \) as \( t \to 0 \) for each \( f \in \mathcal{S}(\mathbb{R}^n) \).

The next step is to extend the Fourier transform and Fourier inversion formula from \( \mathcal{S}(\mathbb{R}^n) \) to its dual space \( \mathcal{S}'(\mathbb{R}^n) \), the Schwartz space of tempered distributions, consisting of continuous linear maps \( u : \mathcal{S}(\mathbb{R}^n) \to \mathbb{C} \), where to say \( u \) is continuous is to say that there exist \( N \) and \( C \) such that
\begin{equation}
|\langle f, u \rangle| \leq C p_N(f) \quad \forall f \in \mathcal{S}(\mathbb{R}^n),
\end{equation}
with \( p_N \) as in (15). In view of (14), it is natural to define \( \mathcal{F}' : \mathcal{S}'(\mathbb{R}^n) \to \mathcal{S}'(\mathbb{R}^n) \) by
\begin{equation}
\langle f, \mathcal{F} u \rangle = \langle \mathcal{F} f, u \rangle, \quad f \in \mathcal{S}(\mathbb{R}^n), \quad u \in \mathcal{S}'(\mathbb{R}^n),
\end{equation}
and similarly for \( \mathcal{F}^* \). Fourier inversion on \( \mathcal{S}'(\mathbb{R}^n) \) simply amounts to
\begin{equation}
\langle f, \mathcal{F}^* u \rangle = \langle \mathcal{F}^* f, u \rangle = \langle \mathcal{F} \mathcal{F}^* f, u \rangle = \langle f, u \rangle.
\end{equation}
We have, for example,
\begin{equation}
\mathcal{F} \delta(\xi) = (2\pi)^{-n/2}, \quad \mathcal{F}1(x) = (2\pi)^{n/2} \delta.
\end{equation}
Let us also make note of the behavior of \( \mathcal{F} \) and \( \mathcal{F}^* \) on \( L^2(\mathbb{R}^n) \subset \mathcal{S}'(\mathbb{R}^n) \). Since
\begin{equation}
\langle f, g \rangle_{L^2} = \int \mathcal{F} f \overline{g} \, dx,
\end{equation}
gives \( \langle f, \mathcal{F} \mathcal{F}^* g \rangle_{L^2} = \langle \mathcal{F} \mathcal{F}^* f, g \rangle_{L^2} \) for \( f, g \in \mathcal{S}(\mathbb{R}^n) \); hence,
\begin{equation}
\langle \mathcal{F} f, \mathcal{F} g \rangle_{L^2} = \langle f, \mathcal{F}^* \mathcal{F} g \rangle_{L^2} = \langle f, g \rangle_{L^2}
\end{equation}
for \( f, g \in \mathcal{S}(\mathbb{R}^n) \), the last identity by Fourier inversion on \( \mathcal{S}(\mathbb{R}^n) \). This implies \( \mathcal{F} \) extends uniquely to \( \mathcal{F} : L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n) \) as an.
isometry; ditto for $F^*$, and Fourier inversion extends, so $F$ is unitary, with inverse $F^*$, on $L^2(\mathbb{R}^n)$. 

Recalling how $F$ intertwines $\partial_t$ and using multiplication by $-i\zeta_j$, we get an extra dividend from (16). Namely,

$$u(t, x) = (2\pi)^{-n/2} \int e^{-i|\xi|^2/2} \hat{f}(\xi) e^{ix\cdot\xi} \, d\xi$$

solves the heat equation

$$\frac{\partial u}{\partial t} = \Delta u, \quad u(0, x) = f(x),$$

so the solution is given by

$$u(t, x) = \int p(t, x - y) f(y) \, dy,$$

with $p(t, x)$ as in (17). We can write (24) as $e^{t\Delta} f$. In particular, we have the fundamental solution

$$e^{t\Delta} \delta(x) = (4\pi t)^{-n/2} e^{-|x|^2/4t},$$

for $t > 0$. In fact, Fourier multiplication by $e^{-|\xi|^2} t$ is well behaved on $S(\mathbb{R}^n)$, $S(\mathbb{R}^n)$, and $L^2(\mathbb{R}^n)$, not just for real $t > 0$, but also for complex $t$ such that $\text{Re} \, t \geq 0$, and we can pass by analytic continuation from (25) to the formula

$$e^{it\Delta} \delta(x) = (4\pi i) t^{-n/2} e^{-|x|^2/4t}, \quad t \in \mathbb{R},$$

for the fundamental solution to the Schrödinger equation on $\mathbb{R} \times \mathbb{R}^n$. Analytic continuation picks the correct root for $(4\pi i)^{n/2} t$ if $n$ is odd.

The distributional theory of Fourier series is also quite useful. Given $f \in L^1(\mathbb{T}^n)$ ($\mathbb{T}^n = \mathbb{R}^n / (2\pi \mathbb{Z}^n)$), we set

$$\hat{f}(k) = (2\pi)^{-n} \int_{\mathbb{T}^n} f(x) e^{-ik \cdot x} \, dx, \quad k \in \mathbb{Z}^n,$$

and the Fourier inversion formula reads

$$f(x) = \sum_{k \in \mathbb{Z}^n} \hat{f}(k) e^{ik \cdot x}.$$ 

For $f \in L^2$, this follows from the fact that $\{e^{ik \cdot x} : k \in \mathbb{Z}^n\}$ is an orthonormal basis of $L^2(\mathbb{T}^n)$, $(2\pi \mathbb{Z}^n) \, dx$; thus $F : L^2(\mathbb{T}^n) \rightarrow \ell^2$ is an isomorphism. We also have isomorphisms

$$F : C_c^\infty(\mathbb{T}^n) \rightarrow s(\mathbb{Z}^n),$$

$$F : D'(\mathbb{T}^n) \rightarrow s'(\mathbb{Z}^n),$$

where $s(\mathbb{Z}^n)$ consists of rapidly decreasing functions $\mathbb{Z}^n \rightarrow \mathbb{C}$ and $s'(\mathbb{Z}^n)$ consists of polynomially bounded functions $\mathbb{Z}^n \rightarrow \mathbb{C}$. The Fourier inversion formula on $\mathcal{D}'(\mathbb{T}^n)$ is

$$u \in \mathcal{D}'(\mathbb{T}^n) \Rightarrow u = \sum_{k} \hat{u}(k) e^{ik \cdot x},$$

$$\hat{u}(k) = (2\pi)^{-n} e^{-i k \cdot x} u(0),$$

for example, with $n = 1$,

$$\delta = \frac{1}{2\pi} \sum_{k = -\infty}^{\infty} e^{ikx},$$

the sum converging in $\mathcal{D}'(\mathbb{T}^1)$.

We illustrate some concepts discussed above with the following problem. Describe the fundamental solution $S(t, x) = e^{-it\Delta} \delta(x)$ for $x \in \mathbb{T}^1 = \mathbb{R} / 2\pi \mathbb{Z}$. For general $t \in \mathbb{R}$, this is a real mess, but we can get interesting explicit formulas when $t$ is a rational multiple of $\pi$. We have the Fourier series representation

$$S\left(\frac{m}{n}, x\right) = \frac{1}{2\pi} \sum_{k = -\infty}^{\infty} e^{2\pi i k^2 m/n} e^{ikx}.$$ 

Setting $k = nj + \ell$, we obtain a double sum,

$$S\left(\frac{m}{n}, x\right) = \sum_{\ell = 0}^{n-1} e^{2\pi i \ell^2 m/n} \sum_{j = -\infty}^{\infty} e^{ijnx}.$$

Now, via (29),

$$S_2\left(\frac{m}{n}, x\right) = \frac{1}{n} \sum_{j = 0}^{n-1} e^{2\pi i \ell^2 m/n} e^{ijnx},$$

where $\delta_n$ is defined by $\{f, \delta_n\} = f(p)$. Hence

$$S_2\left(\frac{m}{n}, x\right) = \frac{1}{n} \sum_{j = 0}^{n-1} G(m, n, j) \delta_{2\pi j/n},$$

where

$$G(m, n, j) = \sum_{\ell = 0}^{n-1} e^{2\pi i \ell^2 m/n} e^{2\pi i \ell j/n}.$$ 

These coefficients are known as Gauss sums, and they have number theoretical significance.

The formula (33)–(34) is intrinsically interesting. When $t = 2\pi m/n$, $e^{-it\Delta} \delta \in \mathcal{D}'(\mathbb{T}^1)$ is a finite linear combination of delta functions supported on $\{2\pi j/n : 0 \leq j \leq n\}$.
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We get
\[ S(t, x) = \sum_{\nu=-\infty}^{\infty} e^{-i\Delta t}(x - 2\pi\nu), \]
where, on the line,
\[ e^{-i\Delta t}(x) = \frac{1+i}{\sqrt{2}} \sqrt{4\pi t} e^{-ix^2/4t} (t > 0), \]
so
\[ S\left(2\pi \frac{m}{n}, x\right) = \frac{1+i}{4\pi n} \sqrt{2}\pi e^{-ix^2/n/8\pi m} \times \sum_{\nu=-\infty}^{\infty} e^{-\pi\nu^2 n/2m} e^{\nu m x/2m}. \]
We can set \( \nu = 2m j + \ell \) and convert this into a double sum over \( \ell \in \{0, \ldots, 2m-1\} \), \( j \in \mathbb{Z} \). Again using (32), we get
\[ S\left(2\pi \frac{m}{n}, x\right) = \frac{1+i}{n} \sum_{j=0}^{n-1} \tilde{G}(m, n, j) \delta_{2\nu j/n}, \]
parallel to (33), as it must be. However, and this is quite significant, the calculation leads to an expression \( \tilde{G}(m, n, j) \) whose appearance is different from (34). In its place, we get
\[ \tilde{G}(m, n, j) = \frac{1+i}{n} \sqrt{2}\pi e^{-ixj^2/2mn} \times \sum_{\ell=0}^{2m-1} e^{-\pi\ell^2n/2m} e^{\pi\ell j/m}. \]
It follows that these coefficients of \( \delta_{2\nu j/n} \) must be equal:
\[ G(m, n, j) = \tilde{G}(m, n, j). \]
In particular, when \( j = 0 \), we get
\[ \sum_{\ell=0}^{n-1} e^{\pi\ell^2m/n} = \frac{1+i}{2} \left(\frac{n}{m}\right)^{1/2} \sum_{\ell=0}^{2m-1} e^{-\pi\ell^2n/2m}. \]
If we further specialize to \( m = 1 \), we get
\[ \sum_{\ell=0}^{n-1} e^{2\pi\ell^2/n} = \frac{1+i}{2} n^{1/2} (1 + i^{-n}). \]
The identity (42) is the classical Gauss sum evaluation, produced by Gauss and used in one of his proofs of the quadratic reciprocity theorem. The results (41) and (40) are generalizations of this to Gauss sum identities established by Dirichlet (by different means, to be sure).

This discussion was intended to illustrate the usefulness of the distribution theory approach to problems in Fourier analysis and PDEs, allowing one to obtain substantial conclusions, often with impact on other areas of math. One frequently finds that the arguments involved are fun and easy, and everyone can play!

Actually, there is more to be said about this last assertion, and this bears on the raison d’etre for the book under review. Since the classics \([8, 9]\), there have been other treatments of distribution theory written, some of which have also become classics. One is the three volume set \([1, 2, 3]\). Another is the treatment in Chapter 6 of Yosida \([13]\). This chapter was influenced by the notes \([4]\) and for many students and researchers served as an introduction to \([5]\), which made full use of distribution theory as a tool in linear PDEs. The book \([5]\) contained a very brief introduction to distribution theory. The book \([6]\) fleshed out this presentation of distribution theory considerably. It has become common (we mention \([7\) and \([10, 11, 12]\) as examples), though not universal, for a PDE text to include a chapter on distribution theory.

All these references share in common the fact that they are addressed to a reader who has already acquired a significant background in functional analysis (for \([13]\), by getting through Chapters 1–5). Also, a background in basic measure theory and Lebesgue integration is assumed. From one point of view, this is reasonable. Distribution theory is essentially written in the language of functional analysis, and the space of distributions on a domain \( \Omega \subset \mathbb{R}^n \) contains the set of locally finite measures on \( \Omega \). These factors notwithstanding, practitioners of the art have long noted that distri-
distribution theory, for the most part, is easier than measure theory, and only rarely does one need to confront heavy duty functional analysis.

With these notions in mind, the authors have set out to produce a text on distribution theory accessible to undergraduate (or beginning graduate) students at the point in their studies where it could serve as an alternative to a beginning course in measure theory. This involves a bit of a balancing act. The authors intend to include material of serious use in PDEs, so the presentation cannot be too lightweight.

I would say the authors have done an admirable job of finding the sweet spot for this presentation. They introduce ideas of basic functional analysis as needed, throughout the text. The occasional need for results in measure theory is met by an appendix (labeled Chapter 20). The approach in this appendix involves producing a measure from a positive linear functional (the Daniell approach to integration), which is close in spirit to the main ideas of distribution theory. The authors discuss many fascinating results in distribution theory, with an emphasis on the use of the subject in linear PDEs, but also with interesting side trips involving such topics as Shannon’s sampling theorem. The book succeeds both as a basic and as a rich account of results in distribution theory.
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This is not just another numerical analysis text. The books on numerical methods that are most popular today intentionally soft-pedal the mathematics. As a result, most students miss exposure to numerical analysis as a mathematical subject. Scott wishes to reverse this trend, so he has written a text in which the mathematics takes center stage. His target audience consists of students who have had some exposure to real analysis at the level of blue Rudin [1]. These students know what a proof is and have had some experience writing proofs of their own. The student who then takes a course from Scott’s book will get a lot more proof-writing experience. At the end of each short chapter there is a substantial collection of exercises, many of which ask the student to prove something. Indeed, of the proofs of the theorems that are presented in the text, many of the details are deferred to these exercises. The student is expected to work them all, and he who