Modelling the evolution of the Antarctic ice sheet since the last interglacial
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Abstract. We present the effects of changing two sliding parameters, a deformational velocity parameter and two bedrock deflection parameters on the evolution of the Antarctic ice sheet over the period from the last interglacial until the present. These sensitivity experiments have been conducted by running the dynamic ice model ANICE forward in time. The temporal climatological forcing is established by interpolating between two temporal climate states created with a regional climate model. The interpolation is done in such a way that both temperature and surface mass balance follow the European Project for Ice Coring in Antarctica (EPICA) Dome C ice-core proxy record for temperature. We have determined an optimal set of parameter values, for which a realistic grounding-line retreat history and present-day ice sheet can be simulated; the simulation with this set of parameter values is defined as the reference simulation. An increase of sliding with respect to this reference simulation leads to a decrease of the Antarctic ice volume due to enhanced ice velocities on mainly the West Antarctic ice sheet. The effect of changing the deformational velocity parameter mainly yields a change in east Antarctic ice volume. Furthermore, we have found a minimum in the Antarctic ice volume during the mid-Holocene, in accordance with observations. This is a robust feature in our model results, where the strength and the timing of this minimum are both dependent on the investigated parameters. More sliding and a slower responding bedrock lead to a stronger minimum which emerges at an earlier time. From the model results, we conclude that the Antarctic ice sheet has contributed 10.7 ± 1.3 m of eustatic sea level to the global ocean from the last glacial maximum (about 16 ka for the Antarctic ice sheet) until the present.

1 Introduction

The variability of the Antarctic ice sheet (AIS) has a large impact on sea level and ocean circulation. Its state depends strongly on geometric and climatic parameters. Many model studies have examined how the state and evolution of the AIS depend on those parameters (e.g. Ritz et al., 2001; Golledge et al., 2012; Whitehouse et al., 2012). In most evolutionary studies of the AIS over glacial timescales, the climatological forcing is produced by shifting temperatures linearly following proxy records from ice cores such as those from Vostok or the European Project for Ice Coring in Antarctica (EPICA) Dome C (e.g. Ritz et al., 2001; Huybrechts, 2002; Philippon et al., 2006), often corrected by applying a lapse rate to account for differences in the surface elevation. In these cases, a constant lapse rate is assumed for the entire ice sheet and no spatial correction is made to account for the differences between, for example, grounded ice and ice shelves. Some other studies couple an ice sheet model to a climate model; see for instance Aschwanden et al. (2013), which is a computationally expensive exercise. In this study, we use the regional atmospheric climate model RACMO2 (Van Meijgaard et al., 2008) to produce a detailed climate forcing for the last glacial maximum (LGM, 21 ka), as well as for the present day (PD). We assume the end of the last interglacial (120 ka)
to have the same climate as the PD. An interpolation method is used to create a climatological forcing that is continuous in time, making use of the EPICA Dome C ice core record (Jouzel et al., 2007). This method leads to a realistic simulation of the climate while still being computationally feasible. The interpolation method is described in detail in Sect. 2.2.

Despite numerous studies on the subject, little is known about the sediment beneath the AIS and its effects on the magnitude and variations in sliding. Consequently, the effects of sediment on sliding is heavily parameterised in dynamic ice models (e.g. Bueler and Brown, 2009; Pollard and DeConto, 2012a). Furthermore, dynamic ice models generally make use of Glen’s isotropic flow law (Glen, 1958), while ice is a highly anisotropic material. Therefore, so-called enhancement factors are introduced (see for instance Huybrechts, 1992; Ma et al., 2010; De Boer, 2012; Pollard and DeConto, 2012b). These factors are different for grounded ice (which can be described by the shallow ice approximation, the SIA) and sliding or floating ice (both described by the shallow shelf approximation, the SSA). Additionally, the lithosphere is thinner under the West Antarctic ice sheet (WAIS) than under the East Antarctic ice sheet (EAIS) (Huerta and Harry, 2007). However, little is known about the lithospheric structure under Antarctica and how it influences the ice sheet (Morelli and Danesi, 2004). A thinner lithosphere is associated with smaller response times of the bed elevation to the ice load and to less rigidity, that is, the amplitude of the deflection is larger for a given ice load (Le Meur and Huybrechts, 1996).

In this study we use the dynamical ice-sheet model ANICE (De Boer et al., 2012) to investigate how the AIS reacts to different lithospheric and sliding parameters by doing sensitivity experiments on the period of 120 ka to the present. The last interglacial period ended around 120 ka, when temperatures and sea levels were close to PD values. The goal of this study is to learn how sensitive the AIS is to changes in different model parameters. Additionally, we want to find an optimal set of parameter values for which a realistic grounding-line retreat history and PD ice sheet are simulated. With these parameter values, a more focussed study on the behaviour of the AIS during the last deglaciation can be facilitated.

2 Methods

Starting with an initial state of the AIS 120 ka, see Sect. 2.1, the dynamic ice model ANICE has been run forward to the present. The applied climatological forcing combines the output of a regional atmospheric climate model with the EPICA Dome C ice core record and will be discussed in Sect. 2.2. The surface mass balance is part of this climatological forcing, whereas the basal mass balance is deduced from the basal heat flux where the ice is grounded, and from the ocean heat flux (see Sect. 2.3) where ice is in contact with water. Calving is parameterised by removing all floating ice below a threshold thickness of 250 m, at the end of every period of 300 yr. Other values for these two calving parameters have been tested as well, where the threshold thickness has been varied between 100 and 300 m and the period between 100 and 500 yr. These parameterisations did not change the grounding line or the grounded ice volume significantly, and therefore we decided to use the original parameterisation with a threshold ice thickness of 250 m and a calving period of 300 yr.

Ice velocities are calculated in ANICE by using both the SIA and the SSA (Bueler and Brown, 2009). The SIA is used as a basis for the velocities on the grounded part of the ice sheet and the SSA is used for ice-shelf and sliding velocities. The SSA velocity, which is assumed to be the basal velocity, and the SIA velocity are superposed as in the Potsdam Parallel Ice Sheet Model (PISM-PIK) (Winkelmann et al., 2011). Both approximations include an enhancement factor because, generally, the SIA underestimates the ice velocity and the SSA overestimates it (Ma et al., 2010). We varied both enhancement factors in the sensitivity experiments.

Whether the ice is sliding or not and how fast it is sliding also depends on the sediments underneath the ice. Almost nothing is known about the material which these sediments consist of, but the assumption is that the subglacial sediments (till) are weaker when the bed is beneath sea level. Below sea level the bed is assumed to have a marine history, leading to a smaller grain size and clay-like till with little pore space. Therefore, water stays mostly on top of the till, enhancing the sliding potential of the ice (Clarke, 2005). The weakness of the till has been varied in the sensitivity experiments as well.

In addition to the enhancement factors and the till, there is another factor influencing the evolution of the AIS: the thickness of the lithosphere. In ANICE, an ELRA (Elastic Lithosphere, Relaxed Asthenosphere) model is included to describe the response of the bed elevation to the ice loading history (Le Meur and Huybrechts, 1996). The bed underneath the ice sheet is described as a thin, elastic lithosphere, controlling the geometric shape of a deformation; the elasticity is determined by the flexural rigidity in the model. The lithosphere floats on a viscous asthenosphere, which governs the time-dependent characteristics of a deformation. In the sensitivity experiments, the response time and the flexural rigidity of the bedrock have been varied. The theory behind the sensitivity experiments will be discussed in Sect. 2.4.

2.1 Initial state

As an initial state for the last interglacial, we use the PD configuration of the ice sheet as described in ALBMAP (Le Brocq et al., 2010), see Fig. 1. We interpolated the bed topography, ice thickness and surface elevation from this data set onto the ANICE grid, a regularly spaced polar stereographic grid of 281 × 281 at a 20 km resolution. In the figure, a black line is drawn where we define the separation
Figure 1. The PD surface elevation, used as an initial configuration 120 ka. The white line indicates the grounding line and the black line separates the WAIS from the EAIS. The light blue box shows the ANICE model domain.

between the EAIS and the WAIS. This line is drawn at 30° W → 86° S → 160° E. The model ANICE is run forward in time with the PD surface temperatures and a fixed geometry (the ice thickness is kept fixed), such that the 3-D temperature field within the ice reaches a thermodynamical equilibrium. The output of this simulation has been used as the initial state.

2.2 Climatological forcing

We use the PD climate as an initial forcing at 120 ka and a simulation of the LGM climate at the LGM. The climatological forcing of ANICE consists of the 2 m air temperature and the surface mass balance (SMB). The two climate states (PD and LGM) are a product of the regional atmospheric climate model RACMO2. This model includes a sophisticated snow model (Ettema et al., 2009) and albedo scheme (Kuipers Munneke et al., 2011) in order to realistically simulate snow–air interactions and liquid water processes (melt, percolation, retention, refreezing and runoff). In combination with a better horizontal grid resolution (55 km), RACMO2 is therefore able to simulate a more realistic Antarctic climate than a general circulation model (GCM) (Ligtenberg et al., 2013). When forced with re-analysis data for the recent past, RACMO2 has yielded realistic results over Antarctica, compared to in situ observations (Van de Berg et al., 2006; Lenaerts et al., 2012).

For the simulation of the Antarctic LGM climate, RACMO2 is forced with a GCM simulation from the Hadley Centre Coupled Model, version 3 (HadCM3). The HadCM3 model was chosen because it consistently performs among the better GCMs above the Antarctic region (Maris et al., 2012). The method of laterally forcing RACMO2 with GCM data was previously successfully used in future scenario simulations for the AIS (Ligtenberg et al., 2013). RACMO2 is forced at the lateral boundaries of the domain with fields of temperature, wind components, surface pressure and specific humidity from the GCM simulation. Every six hours, the model value is linearly interpolated with the external forcing. Sea-ice concentration and sea-surface temperature are also prescribed by HadCM3. The extent and surface height of the AIS are part of the RACMO2 input as well, but these variables are not well known for the LGM. We used the ICE-5G reconstruction by Peltier (2004) to provide RACMO2 with topographical data because this topography was also used to produce the HadCM3 data. For the PD, ALBMAP data provided the topography, see Fig. 1. The output of RACMO2 has been integrated over 25 years to yield a representative climate for the LGM and PD periods.

The output of RACMO2 is shown in Fig. 2a–d. It is clear from these figures that both the temperature and the SMB have increased from the LGM to the PD over the ice sheet. Furthermore, the SMB is strongly influenced by the topography of the ice sheet, which is most pronounced along the western coast of the AIS. If the SMB were simply a function of the temperature, this topographical influence would be much smaller, and hence the SMB would be less realistic. As it is too computationally expensive to couple RACMO2 to ANICE multiple times throughout the glacial cycle, we use an interpolation technique that is described below.

Figure 2. RACMO2 output fields of (a) the LGM temperature, (b) the PD temperature, (c) the LGM surface mass balance in metres ice equivalent per year and (d) the PD surface mass balance. Panel (e) – the temperature evolution according to the EPICA Dome C ice core (Jouzel et al., 2007) is shown in red and the sea level evolution according to Bintanja and van de Wal (2008) in blue.
We use this interpolation method instead of a simple ice-core based interpolation of the temperature and SMB fields because the patterns should evolve with the topography of the ice sheet. As the topography of the ice sheet lags behind the air temperature, evolving the patterns with air temperature instead of linearly in time would change them too quickly. The changing climate (temperature and SMB) between 120 ka, the LGM and the PD is derived from the two RACMO2 climate states by linear interpolation technique in three steps, which is done for each spatial point \((i, j)\):

1. Normalisation of the data (division by the mean) to determine the temperature and SMB patterns:

\[
 T_{\text{norm}}(i, j, \text{LGM}) = \frac{T(i, j, \text{LGM})}{T_{\text{mean}}(\text{LGM})}, \quad (1)
\]

\[
 T_{\text{norm}}(i, j, \text{PD}) = \frac{T(i, j, \text{PD})}{T_{\text{mean}}(\text{PD})}. \quad (2)
\]

Here, \(T\) is the temperature (in K), and the means are taken over the continent. The same equations hold for the SMB (in m i.e. yr\(^{-1}\), where i.e. is ice equivalent).

2. Linear interpolation through time from one normalised state to the next. In the normalised data, only the spatial patterns are visible (e.g. it is colder in the interior of the ice sheet than near the coast). With the interpolation those patterns are evolved through time. For temperature from the last interglacial (the reference (ref), where the temperature is the same as the PD temperature) to the LGM:

\[
 T_{\text{norm}}(i, j, t) = \left(1 - \frac{t - t_{\text{ref}}}{t_{\text{LGM}} - t_{\text{ref}}} \right) \cdot T_{\text{norm}}(i, j, \text{PD}) + \frac{t - t_{\text{ref}}}{t_{\text{LGM}} - t_{\text{ref}}} \cdot T_{\text{norm}}(i, j, \text{LGM}) \quad (3)
\]

For temperature from the LGM to the present, where \(t_{\text{PD}} = 0\):

\[
 T_{\text{norm}}(i, j, t) = \left(1 - \frac{t - t_{\text{LGM}}}{-t_{\text{LGM}}} \right) \cdot T_{\text{norm}}(i, j, \text{LGM}) + \frac{t - t_{\text{LGM}}}{-t_{\text{LGM}}} \cdot T_{\text{norm}}(i, T_{\text{norm}}(i, j, \text{PD}) \quad (4)
\]

Again, the same equations are applied to the SMB.

3. Multiplication by a factor in such a way that the original states remain the same. For temperature:

\[
 T(i, j, t) = T_{\text{norm}}(i, j, t) \cdot (T_{\text{mean}}(\text{PD}) + f_{T} \cdot \Delta T) \quad (5)
\]

And for the SMB (in metres ice equivalent per year):

\[
 \text{SMB}(i, j, t) = \text{SMB}_{\text{norm}}(i, j, t) \cdot (\text{SMB}_{\text{mean}}(\text{PD}) + f_{\text{SMB}} \cdot \Delta T) \quad (6)
\]

Here, \(\Delta T\) is the temperature anomaly as given by the EDC (EPICA Dome C) ice core record from Jouzel et al. (2007). The multiplication factors before \(\Delta T\) are chosen in such a way that multiplying them with \(\Delta T\), gives the difference between the LGM and PD mean values. That is,

\[
 f_{T} = \frac{T_{\text{mean}}(\text{LGM}) - T_{\text{mean}}(\text{PD})}{\Delta T(\text{LGM})}. \quad (7)
\]

The temperature anomaly 21 ka was \(-9.2\) K according to the EDC record. Filling this in for \(\Delta T\) (LGM), and subtracting the mean PD temperature of 254.8 K from the LGM mean temperature of 247.9 K, this gives a value for \(f_{T}\) of 0.75. The mean SMB at the LGM is 0.12 m i.e. yr\(^{-1}\) and presently it is 0.21 m i.e. yr\(^{-1}\), so using

\[
 f_{\text{SMB}} = \frac{\text{SMB}_{\text{mean}}(\text{LGM}) - \text{SMB}_{\text{mean}}(\text{PD})}{\Delta T(\text{LGM})}, \quad (8)
\]

gives a value for \(f_{\text{SMB}}\) of 0.0098.

2.3 Oceanic forcing

The basal mass balance (BMB) of floating ice is determined by the influence of the ocean water on the ice following Holland and Jenkins (1999):

\[
 \text{BMB} = F_{\text{melt}} \cdot \rho_{o} \cdot c_{p} \cdot \gamma_{r} \cdot (T_{0} - T_{f}) / (L \cdot \rho_{i}). \quad (9)
\]

The BMB depends on the difference between the water temperature \((T_{0})\) and the freezing temperature \((T_{f})\). A more detailed list of model parameters and variables, and the symbols used to represent them in this paper, is given in Table 1. The ocean temperature is given by

\[
 T_{0} = (\theta_{o} - 1.7) + 0.3 \cdot \Delta T - 0.12 \cdot 10^{-3} 10^{-3} \cdot D_{\text{shelf}}. \quad (10)
\]

The PD ocean potential temperature \((\theta_{o})\), is provided by ECHAM53, from the Paleoclimate Modelling Intercomparison Project Phase II (PMIP2) (Braconnot et al., 2007). A cross-section of \(\theta_{o}\) at 300 m depth is shown in Fig. 3. ECHAM53 was chosen because both the vertical and horizontal patterns match observations from the World Ocean Circulation Experiment (WOCE) atlas (Orsi and Whitworth III, 2004). However, \(\theta_{o}\) is on average too high by about 1.7\(^{\circ}\), so this value is subtracted from the \(\theta_{o}\) field. Furthermore, the coarse resolution (which is already higher in ECHAM53 than in most other GCMs) precludes the output of beneath the innermost ice shelves. Therefore, the data have been interpolated for these regions by simple inverse distance interpolation. The temperature anomaly with respect to the present \((\Delta T)\) is retrieved from the EDC ice core record, see Fig. 2e. Furthermore, to go from potential temperature to real temperature, a lapse rate is included, multiplied by the depth of the ice shelf \((D_{\text{shelf}})\). The mean lapse rate in water is \(0.12 \times 10^{-3} \text{K m}^{-1}\) (Knauss, 1997) and the freezing temperature is given by

\[
 T_{f} = T_{0} + 0.0939 - 0.057 \cdot S + 7.64 \cdot 10^{-4} \cdot D_{\text{shelf}}. \quad (11)
\]
The height of the sea level changes with time and plays a key role in the evolution of the AIS (Polland and DeConto, 2009; De Boer et al., 2012). In this study, the sea-level anomaly is taken from work by Bintanja and van de Wal (2008). They used an ice-sheet model in combination with an ocean-temperature model to extract a 3 Myr record of air temperature and sea level from benthic oxygen isotopes. The part of the record that is used in this study is presented in Fig. 2e. We used this record because it is representative of eustatic sea-level change.

### Table 1. List of used symbols, their descriptions and values and SI units when applicable.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>SI units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{po}$</td>
<td>Ocean mixed-layer specific heat capacity</td>
<td>3974</td>
<td>J kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$F_{melt}$</td>
<td>Melt parameter</td>
<td>$-5.0 \times 10^{-3}$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration</td>
<td>9.81</td>
<td>m s$^{-2}$</td>
</tr>
<tr>
<td>$L$</td>
<td>Latent heat of fusion</td>
<td>$3.335 \times 10^5$</td>
<td>J kg$^{-1}$</td>
</tr>
<tr>
<td>$n$</td>
<td>Flow exponent in Glen’s flow law</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>$q$</td>
<td>Power-law parameter for basal stress</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>$S$</td>
<td>(Southern) Ocean water salinity</td>
<td>34.0</td>
<td></td>
</tr>
<tr>
<td>$T_0$</td>
<td>Triple point of water</td>
<td>273.16</td>
<td>K</td>
</tr>
<tr>
<td>$u_{threshold}$</td>
<td>Threshold velocity for basal stress</td>
<td>100</td>
<td>m y$^{-1}$</td>
</tr>
<tr>
<td>$\gamma_T$</td>
<td>Thermal exchange velocity</td>
<td>$1.0 \times 10^{-4}$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$\rho_a$</td>
<td>Asthenosphere density</td>
<td>3300</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>Ice density</td>
<td>910</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_o$</td>
<td>Ocean water density</td>
<td>1028</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>BMB</td>
<td>Basal mass balance</td>
<td>m s$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>Flexural rigidity</td>
<td>N m</td>
<td></td>
</tr>
<tr>
<td>$D_{shelf}$</td>
<td>Ice shelf depth</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>$E_{SIA}$</td>
<td>SIA enhancement factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_{SSA}$</td>
<td>SSA enhancement factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_b$</td>
<td>Bed elevation</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>$H_i$</td>
<td>Ice thickness</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>$H_o$</td>
<td>Sea level</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>$H_s$</td>
<td>Surface elevation</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>$p_w$</td>
<td>Pore water pressure</td>
<td>kg m$^{-1}$ s$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>$m$</td>
<td>Ice load on the bedrock</td>
<td>kg</td>
<td></td>
</tr>
<tr>
<td>SMB</td>
<td>Surface mass balance</td>
<td>m s$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>Surface temperature</td>
<td>K</td>
<td></td>
</tr>
<tr>
<td>$T_f$</td>
<td>Freezing temperature</td>
<td>K</td>
<td></td>
</tr>
<tr>
<td>$T_o$</td>
<td>Ocean temperature</td>
<td>K</td>
<td></td>
</tr>
<tr>
<td>$w$</td>
<td>Bedrock deformation</td>
<td>m</td>
<td></td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>Temperature anomaly from PD</td>
<td>K</td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>Ice viscosity</td>
<td>kg m$^{-1}$ s$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$\theta_o$</td>
<td>Ocean potential temperature</td>
<td>K</td>
<td></td>
</tr>
<tr>
<td>$\lambda_p$</td>
<td>Pore water pressure scaling factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>Bedrock relaxation time</td>
<td>yr</td>
<td></td>
</tr>
<tr>
<td>$\tau_b$</td>
<td>Basal stress</td>
<td>kg m$^{-1}$ s$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>$\tau_c$</td>
<td>Yield stress</td>
<td>kg m$^{-1}$ s$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>$\phi$</td>
<td>Till friction angle</td>
<td>$^\circ$</td>
<td></td>
</tr>
</tbody>
</table>

#### 2.4 Varied parameters in the sensitivity experiments

##### 2.4.1 Ice-flow enhancement factors

As mentioned before, the SIA and SSA velocities in ANICE are superposed to calculate the ice velocity. The SIA velocity is given by

$$V_{SIA} = -2(\rho_i \cdot g)^n \cdot |\nabla H_s|^n \cdot 1,$$

$$\nabla H_s \int_b^z E_{SIA} \cdot A(T \cdot (H_s - \zeta)^n \, d\zeta,$$

(12)

where $\nabla H_s$ is the surface slope and $\zeta$ is the scaled vertical coordinate running from the bed ($b$) to height $z$. The
flow-rate factor \((A(T_s))\) depends on the temperature, which is corrected for pressure melting. The SIA enhancement factor \((E_{\text{SIA}})\) is varied between 7 and 11 in the sensitivity experiments. This factor determines how much of the deformational flow of the ice is enhanced. There is also an SSA enhancement factor, \(E_{\text{SSA}}\), which appears in the vertically averaged viscosity \(\mu\):

\[
\mu = \frac{1}{2(E_{\text{SSA}} \cdot A)^{1/n}},
\]

\[
\left[\frac{\partial u}{\partial x} + \left(\frac{\partial v}{\partial y}\right)^2 \frac{\partial v}{\partial x} \frac{\partial u}{\partial y} + \frac{1}{4} \left(\frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}\right)^2 \right]^{\frac{1}{2n}},
\]

(13)

in the SSA velocity equations:

\[
\frac{\partial}{\partial x} \left[2\mu H_i \left(\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}\right)\right] + \frac{\partial}{\partial y} \left[\mu H_i \left(\frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}\right)\right] + \tau_{b,x} = \rho_i g H_i \frac{\partial H_i}{\partial x},
\]

(14)

and

\[
\frac{\partial}{\partial y} \left[2\mu H_i \left(\frac{\partial v}{\partial y} + \frac{\partial u}{\partial x}\right)\right] + \frac{\partial}{\partial x} \left[\mu H_i \left(\frac{\partial v}{\partial x} + \frac{\partial u}{\partial y}\right)\right] + \tau_{b,y} = \rho_i g H_i \frac{\partial H_i}{\partial y},
\]

(15)

In Eq. (13), \(\bar{A}\) is the vertical mean of \(A(T_s)\), \(u\) and \(v\) are the SSA velocities in the \(x\) and \(y\) direction respectively, and \(\tau_{b,x}\) and \(\tau_{b,y}\) are the basal shear stresses in the \(x\) and \(y\) direction. \(E_{\text{SSA}}\) is varied between 0.6 and 1.0. The variations of both enhancement factors for the sensitivity experiments have been established following the work of Ma et al. (2010). They suggest that the SIA enhancement factor should lie between 5 and 6, and the SSA enhancement factor should lie between 0.5 and 0.7 for ice shelves and between 0.6 and 1 for ice streams. As ANICE uses the same enhancement factor for ice streams and ice shelves, \(E_{\text{SSA}}\) has been chosen in the range of the ice streams as these are the most important for the evolution of the AIS over time. An \(E_{\text{SIA}}\) of 5 or 6 would yield too much ice on the EAIS, therefore a range of higher values has been chosen for this parameter, see Sect. 4.

### 2.4.2 Basal stress

In ANICE, the basal stress \((\tau_b)\) in Eqs. 14–15 is determined as a function of the yield stress and the basal sliding velocity, as in Bueler and Brown (2009). The basal stress is given by

\[
\tau_b = \tau_c \cdot \frac{v_{\text{SSA}}^{q-1}}{u_{\text{threshold}}},
\]

(16)

where \(\tau_c\) is the yield stress:

\[
\tau_c = (\tan \phi) \cdot (\rho_i g H_i - p_w),
\]

(17)

and \(p_w\) is the pore water pressure:

\[
p_w = 0.96 \cdot \lambda_p \cdot \rho_i \cdot g \cdot H_i.
\]

(18)

Here, \(\lambda_p\) is a scaling factor such that the pore water pressure is maximal when the ice is resting on bedrock at or below sea level. Below sea level, the pores in the till are assumed to be saturated with water so \(\lambda_p\) is then equal to 1. The factor \(\lambda_p\) is scaled with the height above sea level up until 1000 m. At and above 1000 m, \(\lambda_p\) is equal to 0. Finally, the yield friction angle in Eq. (17) \((\phi)\) is parameterised by

\[
\phi = \begin{cases}
\phi_{\text{min}} & \text{if } H_b \leq -10^3, \\
\phi_{\text{max}} & \text{if } -10^3 < H_b < 0, \\
\phi & \text{if } 0 < H_b.
\end{cases}
\]

(19)

\(\phi_{\text{max}}\) is kept constant at a value of 30° in the sensitivity experiments and \(\phi_{\text{min}}\) is varied between 8° and 12°. \(\phi_{\text{min}}\) determines the sliding below \(-1000\) m and partly between \(-1000\) and \(0\) m, and therefore controls the sliding on large parts of the WAIS. The assumption here is that the till is weaker when situated below sea level and therefore the friction angle is smaller, and sliding more dominant. This effect can clearly be seen in Fig. 4, where the fraction of sliding velocity with respect to the total ice velocity is shown for the reference simulation (see Sect. 3) at the PD. For ice shelves, sliding is the only displacement mechanism, so the sliding velocity is 100% of the total velocity. Additionally, sliding is present where the bed elevation is below sea level and most dominant near the coast because the ice is thinner there.

### 2.4.3 Bedrock response

Additionally, the flexural rigidity and the relaxation time of the bedrock have been varied in the sensitivity experiments. These are parameters in the ELRA-model incorporated in ANICE. For an elastic lithosphere, not only the loading above a certain point on the lithosphere is taken into account, but also the contributions of more remote locations.
The downward bedrock deformation $w$, created by a point load $m$ for a (floating) elastic plate is a solution of (Le Meur and Huybrechts, 1996):

$$D \nabla^4 w = m - \rho_g g w.$$  

(20)

Here, $\rho_g g w$ is the upward buoyancy force exerted on the deflected part of the lithosphere inside the asthenosphere. The deformation at a normalised distance $x = r/L_t$ from the point load is then given by

$$w(x) = \frac{m L_t^2}{2 \pi D} \chi(x),$$  

(21)

with $\chi(x)$ a Kelvin function of zero order at $x$, $r$ the real distance from the load $m$, and $L_t$ the radius of relative stiffness, given by

$$L_t = \left(\frac{D}{\rho_g \sigma}\right)^{1/4}.$$  

(22)

In this way, a load will cause a depression within a distance of four times $L_t$ with a minimum at the location of the load. Beyond this distance a small bulge appears. Lithospheric deformation is a linear process, so the total deflection at each point is simply calculated as the sum of the contributions of all neighbouring points within a distance of about 6 times $L_t$. In the sensitivity experiments, $D$ is varied between $1 \times 10^{24}$ and $1 \times 10^{25} \text{ N m}$, based on estimates by Stern and ten Brink (1989).

Equation (21) holds for an instantaneous reaction of the bedrock to a load, but in reality the adaptation to a load is delayed. We assume that the bedrock adjusts exponentially to a new loading situation. Furthermore, we state that the speed of adjustment is proportional to the difference between the equilibrium profile $w$ and the current profile $h$ and inversely proportional to a time constant $\tau$:

$$\frac{dh}{d\tau} = \frac{1}{\tau} (w-h),$$  

(23)

where $w$ is the bedrock deflection, given by Eq. (21), $h$ is positive upward and $\tau$ is the Maxwell relaxation time in which the bedrock has adapted to the new load with a factor $e$. The relaxation time can be calculated from $\tau = 1/\eta/G$ (Ranalli, 1995), where $\eta$ is the viscosity of the upper part of the asthenosphere, in the range of $0.5-4 \times 10^{21} \text{ Pa s}$ (Forte and Mitrovica, 2001) and $G$ is the shear modulus, ranging from 2 to $11 \times 10^{10} \text{ Pa}$. These numbers yield relaxation times between 150 and 6000 years approximately. Crucifix et al. (2001) showed that the values used in other dynamic ice models range from 3000 to 12 000 years. However, these seem to be at the high end of geological estimates, so we varied the relaxation time between 1000 and 3000 years, after Whitehouse et al. (2012).

Combining Eq. (23) with Eq. (21) yields a differential equation:

$$\frac{dh}{d\tau} = \frac{1}{\tau} \left( \sum_{i,j} \left( \frac{m_{ij} L_t^2}{2 \pi D} \chi(x_{i,j}) \right) - h \right),$$  

(24)

which is solved in ANICE. Here, the sum is taken over all $i$, $j$ within a distance of about 6 times $L_t$. The loading $m$ is equal to the weight of the water column where there is no ice or where the ice is floating: $m = (H_i - H_0) \times \sigma \times \rho_o \times \rho_g$. With $H_i - H_0$ the height of the water column and $\sigma$ the surface of the column, equal to 400 km$^2$. Where the ice is grounded, $m$ is equal to the weight of the ice: $m = H_i \times \sigma \times \rho_i \times \rho_g$.

3 The reference simulation

Before presenting the sensitivity of the model, a reference simulation is described in this section. We defined the reference simulation as the simulation that showed the best results regarding the PD grounding-line location and surface elevation, after varying the parameters used in this sensitivity study, with a climate forcing as described in Sect. 2.2 and running the model from 120 ka until the PD. The settings for the reference simulation in this study are as follows: $\phi_{\min} = 10^5$, $\text{ESSA} = 0.8$, $\text{ESSA} = 9$, $D = 5.0 \times 10^{24} \text{ N m}$ and $\tau = 2000 \text{ yr}$. Figure 5a shows the modelled PD surface elevation of the AIS, and b shows the ice sheet as observed (from the ALBMAP data set). For comparison, Fig. 5c shows the modelled minus the observed surface elevation.

The modelled and observed surface elevations are very similar. However, the plateau of the EAI is slightly lower in ANICE, whereas the east coast of the Weddell Sea, the Antarctic Peninsula and the region around the Amery Ice Shelf are higher (see Fig. 6 for a map of these regions). This is probably due to the resolution of ANICE being insufficient to catch the detailed topography of these areas. Furthermore, the grounding line of the Filchner–Ronne Ice Shelf is located slightly too far inland.

The PD grounding line is shown in more detail in Fig. 7 (red line). Also, the ALBMAP grounding line (in black) and
grounding lines at other time slices are shown here. The grounding line has moved very little along the EAIS, therefore a zoom on the WAIS is shown in Fig. 7a. The grounding line on the western side of the Antarctic Peninsula has not retreated far enough, which is probably also due to the low resolution of the model. However, the PD grounding line along most of the rest of the coast, including the Ross Ice Shelf is well modelled in ANICE. The grounding line of the southern part of the Filchner–Ronne Ice Shelf has retreated too far inland, but the timing of the onset of retreat (around 13 ka) is in agreement with Anderson et al. (2002). However, a more recent study by Weber et al. (2011) suggests that the onset of retreat took place around 19 ka in the Weddell Sea, which indicates a too-late retreat in ANICE. Additionally, they find that the margin of the ice shelf had retreated to half the length of the continental shelf around 14 ka and to its PD position around 11 ka, which does agree with the model results. The onset of the retreat of the Ross Ice Shelf is timed at 18 ka in ANICE. This is in accordance with the results of Anderson et al. (2002), but they indicate that the PD position of the grounding line was not reached until 7 ka, while in ANICE the PD position is already reached around 10 ka. Additionally, the study by McKay et al. (2008) suggests a fast retreat of the Ross Ice Shelf between 11 and 10 ka. This fast retreat is also modelled by ANICE, but it is too early by about 3 kyr.

In Fig. 7b, the grounding-line retreat in Prydz Bay (where the Amery Ice Shelf is located) is shown. There is too little retreat here, due to the coarse resolution of the model, a complication that is also described by Whitehouse et al. (2012) who use a horizontal resolution of 20 × 20 km as well. Furthermore, the Marine Ice Sheet Model Intercomparison Project (MISMIP) (Pattyn et al., 2012) and MISMIP3d (Pattyn et al., 2013) experiments show that using the superposition of the SIA and the SSA velocity without a special treatment of the grounding line (e.g. using a much finer resolution around the grounding line) leads to a stationary grounding line. The MISMIP experiments were done on a rather small spatial scale and by perturbing the sliding parameters instead of studying the reaction of the entire AIS on changes in the sea level and the discharge. However, the MISMIP experiments do indicate uncertainties in our simulation of the grounding-line motion, including the retreat in Prydz Bay.
In Sect. 4, results of the sensitivity experiments will be discussed with the aid of the evolution of the grounded ice volume for different simulations. Grounded ice volume change is attributed to SMB, BMB, ice discharge over the grounding line and grounding-line retreat or advance. These four components are shown in Fig. 8 for the reference simulation. The BMB (in blue) gives a minor contribution to the ice volume. The SMB (in red) and the discharge over the grounding line (in green) give the largest contributions, but as they are opposite and almost equal, their combined contribution is approximately as large as the contribution of the grounding-line motion (in orange). Volume change (in black) is mostly positive until the LGM, due to the SMB being slightly larger than the discharge and a gradual grounding-line advance. Around 16 ka the volume change becomes negative and stays negative until the mid-Holocene. In the period from 16 to 7 ka the grounding line strongly retreats in the Weddell and Ross Seas (see Fig. 7) due to sea level rise. A lot of ice is then discharged over the grounding line, while the SMB is still growing to its PD level. At the PD, the ice discharge is almost stable, albeit more pronounced than before the LGM. Grounding-line motion is negligible at the present, while the SMB seems to be still slightly growing.

4 Results of the sensitivity experiments

4.1 Ice-flow enhancement factors and basal stress

The first sensitivity experiment involves the SIA enhancement factor. The evolution in time of the WAIS and EAlS ice volume for different values of $E_{\text{SIA}}$ is shown in Fig. 9a. The reference simulation is represented by the black solid line and the PD ice volume by the black dashed line. The ice volume in the figure is split into the volume of the EAlS (upper part) and of the WAIS (lower part). The figure shows clearly that higher deformational velocities (larger $E_{\text{SIA}}$) lead to faster ice flow and therefore to less volume. The effect of changing $E_{\text{SIA}}$ is strongest on the EAlS, where the movement of ice is mainly driven by deformation (Fig. 4). The PD ice volume is somewhat overestimated due to an overestimation of the ice thickness on the Antarctic Peninsula, the Amery Ice Shelf region and the east coast of the Weddell Sea (Fig. 5c).

In the second sensitivity experiment, the SSA enhancement factor has been varied as shown in Fig. 9b. The figure shows clearly that more sliding (larger $E_{\text{SSA}}$) leads to less volume. This is due to sliding causing the ice especially on the WAIS to flow faster and therefore the ice sheet loses more mass. The timing of the LGM is also different for different values of $E_{\text{SSA}}$. This is because high ice velocities are reached earlier in time for higher values of $E_{\text{SSA}}$, preventing the ice sheet from advancing. Hence, the ice sheet starts retreating earlier and therefore the LGM is timed earlier than for lower values of $E_{\text{SSA}}$.

Between 9 and 5 ka, a minimum in ice volume is visible in all simulations in Fig. 9, especially for the EAlS volume. This dip is less pronounced in the simulations with less sliding, and it appears later. Other modelling studies that show the evolution of the grounded ice volume do not seem to find the same results (see for instance Philippon et al., 2006; Ritz et al., 2001), but there is sufficient observational evidence for a readvance as shown by Ingólfssson et al. (1998), Hall (2009), and Ackert Jr. et al. (2013), for example. From these studies it seems likely that the minimum should be timed around the mid-Holocene, which is consistent with the results for $\phi_{\text{min}} = 10^{\to}12^\circ$. Most of the grounding-line readvance in ANICE is located on the eastern and western side of the Filchner–Ronne Ice Shelf and on the western side of the Ross Ice Shelf. This is in accordance with the observations, but other readvances that have been observed are not modelled (e.g. on the Antarctic Peninsula), due to the too coarse resolution of the model. This mid-Holocene readvance and, at other locations, stagnation of the grounding line leads to less discharge while the surface mass balance increases due to higher temperatures. Together, these two effects lead to an increase in ice volume.

The WAIS and EAlS grounded ice volume for different values of $\phi_{\text{min}}$ is shown in Fig. 9c. More sliding (smaller $\phi_{\text{min}}$) again leads to a smaller ice volume. However, the total ice volume is affected less by variations in $\phi_{\text{min}}$ than in $E_{\text{SSA}}$. This is because varying $\phi_{\text{min}}$ mostly affects the ice that is grounded on a bed below $\sim1000$ m, while varying $E_{\text{SSA}}$ affects all grounded ice below 0 m. The mid-Holocene minimum is present in these simulations as well, and less sliding again leads to a less pronounced dip that appears later.
Figure 9. EAIS (upper lines) and WAIS (lower lines) grounded ice volume from 120 ka until the present for different values of the (a) SIA enhancement factor \( E_{\text{SIA}} \), (b) SSA enhancement factor \( E_{\text{SSA}} \), (c) sliding parameter \( \phi_{\text{min}} \) and (d) flexural rigidity \( D \) and relaxation time \( \tau \), with an extra blue line indicating the simulation with \( D = 5.0 \times 10^{24} \) Nm, \( \tau = 2000 \) yr for the WAIS and \( D = 1.0 \times 10^{25} \) Nm, \( \tau = 3000 \) yr for the EAIS. The reference simulation (black solid line) has \( E_{\text{SIA}} = 9, E_{\text{SSA}} = 0.8, \phi_{\text{min}} = 10^6, D = 5 \times 10^{24} \) Nm and \( \tau = 2000 \) yr. Dashed lines have been drawn in black at the level of the PD grounded ice volume for both the EAIS and the WAIS.

### 4.2 Bedrock response

The effect of changing the flexural rigidity and the relaxation time on the ice volume evolution is shown in Fig. 9d. A thinner lithosphere implies both a smaller value for \( D \) and for \( \tau \). As these two parameters are coupled, we chose to show the simulations where both parameters have been changed in the same direction. However, we have done simulations with independently varied \( D \) and \( \tau \), and it should be noted that the effect of varying \( D \) is smaller than the effect of varying \( \tau \), which indicates that the speed of the lithosphere reaction is more important for the evolution of the ice sheet than the amplitude.

From Fig. 9d it is clear that a thinner lithosphere leads to a higher PD ice volume, especially on the WAIS. Here, the largest changes in ice loading take place (relative with respect to the EAIS), so it makes a large difference how much and how fast the bedrock elevation adapts to changes in the ice loading. A less rigid and faster reacting bedrock leads to faster rebound of the bedrock after the ice has retreated. This induces a shallower grounding line and therefore a reduction in the ice flux across the grounding line and eventually a larger PD ice volume. Figure 9d also shows the results of a simulation that assumes a thinner lithosphere under the WAIS than under the EAIS, as observed by Morelli and Danesi (2004), for example. The values for \( D \) and \( \tau \) in this simulation are \( D = 5.0 \times 10^{24} \) Nm, \( \tau = 2000 \) yr for the WAIS and \( D = 1.0 \times 10^{25} \) Nm, \( \tau = 3000 \) yr for the EAIS. The effect is insignificant on the EAIS, but the effect is visible on the WAIS. The WAIS ice volume for this extra simulation is close to that of the reference simulation because the reference values for \( D \) and \( \tau \) are used for this part of the ice.
sheet, but it is influenced by the higher values for $D$ and $\tau$ used for the EAIS, leading to a slightly smaller PD ice volume.

For the EAIS, there seems to be a threshold value between $D = 1.0 \times 10^{24}$ Nm, $\tau = 1000$ yr and $D = 2.5 \times 10^{24}$ Nm, $\tau = 1500$ yr, where the ice sheet hardly shrinks from the LGM to the PD. Because of this, the simulation with $D = 1.0 \times 10^{24}$ Nm, $\tau = 1000$ yr is not regarded as realistic. The bedrock model parameters also have an influence on the ice volume minimum in the mid-Holocene. A thinner lithosphere causes a less pronounced dip which occurs later.

### 4.3 Ice volume and grounding-line retreat

In ALBMAP, the PD WAIS grounded ice volume is $8.1 \times 10^6$ km$^3$ and the EAIS volume is $16.7 \times 10^6$ km$^3$. Together they make up $24.8 \times 10^6$ km$^3$ of ice for the entire AIS. Both the WAIS and the EAIS PD grounded ice volume are overestimated, by $1.3 \times 10^6$ km$^3$ and $0.7 \times 10^6$ km$^3$ respectively. A large part of the overestimation of the WAIS volume (about 30%) is due to a too-low resolution to model the topography of the Antarctic Peninsula correctly, which can be seen from Fig. 5c.

The additional grounded ice volume present on the AIS during the LGM is estimated to be between 14 m and 24.5 m sea level equivalent (s.l.e.), or 5.6 to 9.8 $\times 10^6$ km$^3$ by Clark and Mix (2002), about 8 m s.l.e. or $3.2 \times 10^6$ km$^3$ by Whitehouse et al. (2012) and Gollledge et al. (2013), between 6.3 and 10.5 m s.l.e. or between 2.5 and 4.2 $\times 10^6$ km$^3$ by Briggs and Tarasov (2013) and between 7 and 9 m s.l.e. or between 2.8 and 3.6 $\times 10^6$ km$^3$ by Gomez et al. (2013). This means there was 27.3 to 34.6 $\times 10^6$ km$^3$ of ice present on the AIS at the LGM. For all simulations, the total AIS LGM ice volume falls within this range; the LGM grounded ice volume from our sensitivity simulations ranges between 30.5 and 32.4 $\times 10^6$ km$^3$. If the extremes are not taken into account (i.e., the results for $\phi_{min} = 8$, $\phi_{min} = 12$, $E_{SIA} = 7$, $E_{SIA} = 11$, $E_{SSA} = 0.6$, $E_{SSA} = 1.0$ and the upper and lower values for $D$ and $\tau$), filtering out unrealistic simulations like the simulation with $D = 1.0 \times 10^{24}$ Nm, $\tau = 1000$ yr (see Sect. 4.2), the LGM grounded ice volume ranges between 31.0 and 31.8 $\times 10^6$ km$^3$. For these simulations, the change in ice volume from the LGM to the PD is $-4.3 \pm 0.5 \times 10^5$ km$^3$ which is equivalent to $10.7 \pm 1.3$ m s.l.e. and falls within the range found in the literature. Our model predicts that the maximum ice volume on the AIS was reached between 15 and 16 ka, which is in good agreement with Verleyen et al. (2005), for example, who found that the maximum ice volume occurred at 16 ka.

A comparison of the grounding-line positions at the LGM and the PD for different values of the investigated parameters is shown in Fig. 10. At the LGM, there is not much difference between the grounding-line positions because they are all close to the continental shelf and hence cannot advance further. Anderson et al. (2002) and Denton and Hughes (2002) both show LGM grounding-line reconstructions, which agree with our modelled grounding-line positions. However, the grounding lines for the $D = 7.5 \times 10^{24}$ Nm, $\tau = 2500$ and the $E_{SSA} = 0.9$ simulations seem to be located slightly too far inland from the Ross Sea. The PD grounding-line locations only vary substantially in the Ross Sea, indicating that the Ross Ice Shelf is more sensitive than the Filchner–Ronne Ice Shelf. The location of the grounding line is strongly correlated with the WAIS ice volume, that is, a lower WAIS ice volume with respect to the reference simulation is connected to a grounding line that is situated further inland.

### 5 Conclusions

We investigated the effect of the friction angle of the bed below sea level, the SSA and SIA enhancement factors and the flexural rigidity and the relaxation time of the bedrock on the evolution of the AIS. We did this by first defining a reference simulation with the following settings of the studied parameters: $\phi_{min} = 10^\circ$, $E_{SSA} = 0.8$, $E_{SSA} = 9$, $D = 5.0 \times 10^{24}$ Nm and $\tau = 2000$ yr. The reference simulation gives satisfactory results for the LGM and the PD. The effect of the aforementioned parameters has been tested by doing sensitivity experiments.

The effect of the amount of sliding on the ice sheet has been studied by changing two different parameters, the friction angle of the bed below sea level ($\phi_{min}$) and the SSA enhancement factor ($E_{SSA}$). More sliding generally leads to less volume due to the ice flowing faster away from the ice sheet. The AIS loses mass between the LGM and the PD until a minimum ice volume is reached around the mid-Holocene (5–6 ka) after which the ice readvances. The timing and the strength of this minimum is dependent on the amount of sliding, where less sliding leads to a less pronounced and later minimum. These results are in good agreement with observations, which point out that the onset of this readvance was indeed timed in the mid-Holocene.
Furthermore, we studied the effect of changing the SIA enhancement factor \(E_{SIA}\) and two bedrock model parameters on the ice sheet. The effect of the SIA enhancement factor is mostly seen on the EAIS, where the ice moves due to deformation. A larger value of \(E_{SIA}\) leads to less volume over the entire simulation period 120 ka–present.

The effect of the changes in the flexural rigidity and the relaxation time of the bedrock are most pronounced on the WAIS where the largest changes in ice loading take place. A thinner lithosphere (modelled by a smaller flexural rigidity and relaxation time) leads to a higher PD ice volume due to a faster rebonding of the bed, which causes a shallower grounding line and therefore a reduction in the ice flux across the grounding line.

We compared grounding-line positions for different sensitivity experiments. From this we conclude that the grounding-line position at the LGM is not very sensitive to changes in the investigated parameters. For the PD ice sheet, the largest differences occur for the grounding line in the Ross Sea. The grounding-line position is correlated to the WAIS ice volume, where a smaller PD ice volume is connected to a grounding line located further inland.

The maximum grounded ice volume for the entire AIS occurred between 15 and 16 ka and lies between 30.5 and 32.4 \(\times 10^6\) km\(^3\), which is within the range of 28.0 to 34.6 \(\times 10^6\) km\(^3\) found in the literature. The PD grounded ice volume is overestimated in the model by about 8 %, which is probably mainly due to the fact that with a resolution of 20 \(\times\) 20 km the details of the topography of the Antarctic Peninsula and the Amery Ice Shelf area cannot be modelled correctly. The difference between the modelled LGM and the PD grounded ice volume is \(-4.3 \pm 0.5 \times 10^6\) km\(^3\), equivalent to 10.7 \(\pm\) 1.3 m s.l.e., which is also within the range found in the literature (8 to 24.5 m s.l.e.)

We conclude that ANICE performs well regarding the PD grounding line, grounding-line retreat and LGM grounded ice volume. The optimal set of parameters we used in this study to define the reference simulation can be applied to study the deglaciation of the AIS from LGM to PD in more detail. In such subsequent studies, it would be interesting to perform ensemble runs and compare results from ANICE to observations, as has been done by Briggs et al. (2013), for example.
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