Do Alzheimer’s Patients Appear Younger than Their Age? A Study with Automatic Facial Age Estimation
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Abstract—Facial age estimation from images is a challenging task, especially if the subjects are older, since idiosyncratic variations increase with age, and lifestyle factors have an impact on the appearance. In this paper, we test the hypothesis that the Alzheimer’s patients appear younger than their real age. To do this objectively, and to be able to analyze the factors in case the hypothesis holds true, we use automatic age estimation methods for this task. We first propose training and normalization regimes to improve deep learning based facial age estimation. We fine-tune a pre-trained ImageNet model using first the APPA-REAL database and then the UTKFACE database. The experimental results show that the proposed approach predicts older faces more accurately compared to other studies, and improves the mean absolute error for the FG-NET database to 8.14 for the age group 60-69. We then run our approach on a special database collected from Alzheimer’s patients and healthy controls, to test our main hypothesis. The database we collected for this purpose contains video recordings of 96 subjects with an age range between 64 and 87. Our findings show that automatic age estimation indeed underestimates the age of AD patients significantly more than the healthy subjects.

Index Terms—Age estimation, age grouping, Face Super-Resolution, deep learning, CNN, Alzheimer’s Disease.

I. INTRODUCTION

Predicting the age of another person comes naturally to people. However, we are not always correct in our estimates. Age estimations are frequently measured with the mean absolute error (MAE) measure, and a recent study found that humans can estimate a person’s age with a MAE of 7.2–7.4 years [20].

Actually, why do we choose a specific age? On which factors do we base our predictions? Wrinkles and white hair are obvious influences on the estimated age, but do glasses, beard, hair color, and facial expressions also have systematic influences? Age estimation is a difficult task for computers. In recent years, many computer vision approaches have been proposed on age estimation for different kinds of applications, such as forensics [1]. However, age estimation is an ill-posed problem, since during the aging of a human face, the facial appearance changes due to living conditions and medical status, plastic surgery, scars, and make-up [39].

Automatic facial age estimation from single images requires extracting a large amount of information, and good features from the facial image. Most approaches use static appearance features, derived from shape and texture. Only recently, dynamic features were also introduced, and it was argued that age changes the muscle tone in the face, and facial dynamics can provide additional cues about the real age of a person [9]. Fusing facial dynamics with static appearance features improved the age estimation significantly. It was shown that facial dynamics are affected by morphological changes such as muscle loss, fat tissue, and cartilage growth.

In this work, our hypothesis is that patients with Alzheimer’s Disease (AD) appear younger than their age. This is a particularly challenging scenario for age estimation for several reasons. Most AD patients are older than a certain age, and because of the increased variance in living conditions, it is much more difficult to estimate the age of older people. In fact, all automatic age estimation approaches, as well as humans make more mistakes with elderly subjects on this task. A second problem is that there are no dedicated facial image and motion datasets for studying AD patients. Most research that links AD to face analysis focuses on impairments in face recognition in AD patients [22]. Our research questions requires us to study the patients’ faces instead.
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Patients with AD cannot express emotions well like healthy persons [3]. They struggle with expressing their emotions due to impairments of nerves. The patients will lose their cognitive capacity and even their verbal communication ability. To the best of our knowledge, facial age for patients with AD have not been researched from an age estimation point of view.

In this paper we analyze the apparent age of AD patients and healthy subjects. Our aim is to investigate the possibility that patients with AD seem younger than healthy subjects. This hypothesis is born out of many years of our clinical interaction with AD patients. If true, this could be a possible cue for early detection of AD, or a good reason to deepen the investigation to see which factors are behind it.

To investigate the hypothesis, we use state-of-the-art facial age estimation techniques. This removes potential biases in human assessors, but of course, adds some other biases due to usage of algorithms. Our first contribution is to propose training and normalization regimes to improve deep learning based facial age estimation. Our second contribution is a database collected from elderly subjects, including both AD patients and healthy controls. Our results on this database indeed shows that our automatic algorithm significantly underestimates AD patients’ ages, thus, they appear younger (than their healthy counterparts) to the algorithm.

The next section introduces the literature in age estimation. In Section III the proposed method of the age estimation is described. This approach includes face alignment, age estimation using convolutional neural network (CNN) and a curve-fitting based estimation of age from a range of predictions, obtained from the outer classification layer of the CNN. Section IV-A describes the databases used in this study, and their training settings. Section V reports comparative age estimation results between AD patients and healthy subjects. Sections VI and VII provide a discussion of our findings and some conclusions, respectively.

II. RELATED WORK

Automatic age estimation from facial images has been studied for around 20 years. The traditional problems plaguing face analysis, namely illumination, pose, resolution, and facial expression variations, also made apparent age analysis difficult. Subsequently, the results of automatic computer estimation are not great compared to humans, unless the imaging conditions are good, in which case computer algorithms trained with large sets are typically better than humans [20].

To create biologically inspired models, several papers discussed the aging process of a human face [2], [14], [35]. These papers investigated how humans perceive aging and how aging impacts the facial age estimation performance.

Facial age estimation starts with a detection algorithm to find faces in an image, followed by facial registration to make most of local feature information. A recent face detection framework was proposed by Zhang et al. [44]. A multi-task cascaded convolutional neural network (CNN) is developed for joint face detection and alignment. This approach outperformed several recent alternatives. Face detection was tackled in different stages: a fast proposal network that generates candidate bounding boxes, a refinement network, and an output network. The framework was evaluated on three different datasets (easy, medium and hard, respectively). Qin et al. used a similar joint training cascaded CNN for face detection [34]. This method achieved better accuracy compared to the proposed approach of Zhang et al. [44]. Recently, Yang et al. proposed a new face detection model through the Deep Facial Part Responses framework [43]. Generic object proposal approaches are used to detect faces with the model. Those approaches are often used to provide high-quality and category-independent bounding boxes. Ranjan et al. proposed a deep learning classification algorithm for face detection, facial landmark localization, as well as age estimation [36]. They used two different classification architectures using the AlexNet model and HyperFace-ResNet. Landmark localization is based on a 21 point markup and only bounding box regions with Intersection over Union (IOU) is considered where the overlap is greater than 0.35 with the ground truth for learning the task. Two landmark localization have been proposed for obtaining better performance: Iterative Region Proposals and Landmarks-based Non-Maximum Suppression. Wu et al. tweaked an existing vanilla convolutional neural network with fine-tuning and alignment-sensitive data augmentation to obtain more accurate landmark detection from images [42].

Most of the age estimation methods contain two steps after face detection, namely feature extraction and classification. Image-based age estimation approaches view the face image as a texture pattern. Several papers compared various feature extraction techniques [2], [7], [30], [38]. Features like local binary patterns (LBP) [17], local ternary patterns (LTP) [40], local phase quantization (LPQ) [31], and bio-inspired features (BIF) [19] are used for age estimation. Mandal et al. use optics based features, which can perform similar to face component based features [29]. Pontes et al. proposed a flexible hierarchical approach for facial age estimation based on multiple features, including both global and local features [32].

Because of great morphological differences between very young, adult, and very old subjects, age estimation is often tackled as a two-level estimation problem [8], [9]. In the first level, an age group is estimated for the subject. This can be treated as a discrete classification problem. In the second level, which is typically posed as a regression problem, the precise age is estimated within the age group. It is possible to permit overlaps between groups to deal with errors in the first estimation stage, and to eliminate boundary effects. In terms of classifiers, deep learning methods are recently new; in the past, many approaches were used, including Support Vector Machines [19], Nearest Neighbor classifiers [27], Multi Layer Perceptrons [26], and Support Vector Regression [18].

III. PROPOSED METHOD

Our proposed method will be used for estimating the age of both AD patients and healthy subjects. The main objective is to implement a CNN for age estimation to examine the performance of estimation on databases with faces above 50+
age. Naturally, the training is not restricted to elderly faces, but we are more interested in the performance on faces over 50.

We base our approach on the implementation of Deep EXpectation (DEX) of apparent age [37]. The proposed approach predicts the apparent age by first detecting the face on the image and then by applying a deep convolutional neural network with VGG-16 structure for the prediction. Instead of using VGG-16 architecture, we use a ResNet-50 architecture and fine-tune the pre-trained ImageNet model. In our approach, we treat age estimation as a classification problem, where we have 101 classes for ages from 0 to 100. While a regression approach is better for continuous age estimation, we will use a post-processing stage to accumulate results from the 100-dimensional classification output, and there perform the switch from discrete to continuous by using a softmax classifier. Each softmax output will be multiplied with their age class and then summed for the prediction. This will give us a number of predictions for each subject’s age, given a neutral image selected automatically from the video as input. Then we fit a curve to the age distribution to obtain a single prediction as the maximum of the curve.

This section will discuss the implementation of the age estimation model. First, we will describe the pre-processing steps: face detection and alignment. Then age estimation with the CNN will be discussed.

A. Preprocessing

The images we used have different imaging conditions (e.g. pose, illumination and size). We apply face detection, alignment and cropping to obtain the face area, and discard the background. We use the Viola-Jones approach to detect faces from the images [41]. Since our database is frontal and clearly illuminated, a more elaborate detection approach is not needed. After detecting the face, a rectangular area is cropped from the image.

For face alignment, we used a facial landmark approach to align the face [24]. An annotated training set of images are used for training an ensemble of regression trees in this approach. As a result, the locations of 68 facial landmark are estimated from their pixel intensities. The dlib library\(^1\) has a pre-trained facial landmark detector to detect these 68 landmark locations. Given the facial landmarks, the faces can be aligned such that the faces are rotated where the eyes lie horizontally at the same y-axis. As the images are aligned, the faces are cropped to a size of 224 × 224 pixels. A few images were missed by the face detectors due the image quality. As those images could decrease the performance for age estimation on elderly, we have removed them from the training set.

B. Convolutional Neural Networks

The apparent age is estimated with a convolutional neural network. We use the ResNet-50 architecture, which is a 50 layer Residual Network and includes a pre-trained ImageNet model [21]. In our proposed method, we fine-tune the pre-trained ImageNet model first with the APPA-REAL database [11], and then with the UTKFace database [45]. The implemented network uses input images with 224 × 224 pixels.

During fine-tuning, the layers of the pre-trained model are frozen and the last fully connected layer is removed from the model. Instead, several new layers are added to create a new classification or regression model. The features of the pre-trained model are thus transferred to the new model. The pre-trained ImageNet model contains an output layer of 1000 classes. We remove this output layer and replace it with 100 classes, to represent the age range from 0-100, and retrain with facial age data. We compute the softmax expected value on the output probabilities of those classes [37].

For testing, we automatically select a neutral frame from the video of the subject. The frames were extracted with an open source facial behavior analysis toolkit, namely OpenFace. This toolkit detects the locations of lip corners. The lip corners are used for calculating the temporal phases of facial expressions [9]. The Onset is the initial phase of facial expression, and it defines the duration from neutral to expressive state. The apex phase is the phase between the onset and the offset, which is a stable peak period of the facial expression. Likewise, the offset is the final phase from expressive to neutral state [23]. We automatically selected one neutral from the the onset phase.

A single image will produce a 100-dimensional classification output. These predictions can be combined with a simple averaging, or the strongest activation can be selected, but this assumes a Gaussian distribution, which is not always the case. We have observed many cases where the distribution of the outputs is skewed, or has a heavy tail. Subsequently, we use curve-fitting to model the distribution, and select the maximum of the curve as the prediction. This approach improves on selecting the average.

C. Evaluation

The common performance measures for age estimation are the Mean Absolute Error (MAE). The MAE is the average of absolute error between the real age and the estimated age.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} ||x_i - \hat{x}||
\]

IV. EXPERIMENTAL SETTINGS

In this section we present the experimental settings of our study. More specifically, employed databases and technical settings will be described.

A. Databases

The APPA-REAL database, provided by ChaLearn LAP, consists of 7,591 images that are identified with real and apparent age labels [11]. The images are divided into 166 train, 66 validation and 178 test images for 60+ ages. The database includes cropped and rotated face images with a 40% margin obtained from the face detection. This database also includes
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Fig. 1. Architecture of the proposed age estimation model.

some non-face and inappropriately cropped images that need to be cleaned. In our experiments, it is used for fine-tuning the ImageNet model.

The UTKFace database contains facial images of people with an age range of 0-116 years [45]. It has more than 20,000 images with annotations of age, gender, and ethnicity. It also provides aligned and cropped faces. This database contains 2,749 images for ages above 60+. The database is used for fine-tuning the APPA-REAL CNN model in the experiments.

The FG-NET database contains 1,002 images from age range 0-69 [13]. Since, this database is small, we only use it for evaluating the age group 60-69 for estimating older ages.

The CAPA Alzheimer’s Disease database is collected at Istanbul University, Istanbul Faculty of Medicine in Istanbul, Turkey, for this study. It includes 94 videos from AD patients and healthy subjects. Each video has a different length and contains variations due to pose, illumination, and scale. The database is composed of RGB videos and is recorded in $1920 \times 1080$ pixels at a rate of 25 bits per second. The videos are from mini-mental state examinations conducted with different subjects by experts, and ethical approvals are obtained from Istanbul University. The CAPA Alzheimer’s Disease database is used for testing our main hypothesis.

B. Settings

The training of the ResNet-50 is implemented using the Keras framework with Tensorflow backend [16]. The model is trained with the ADAM optimizer with a learning rate $\alpha = 0.001$ and a batch size of 64 [25]. The model is fine-tuned on the APPA-REAL dataset for 100 epochs. The UTKFace fine-tuned model is trained for a further 35 epochs, shorter as we applied the early stopping callback [33]. An L2 regularization with $\lambda = 0.0005$ weight on the loss function is applied for the UTKFace fine-tuned model. We also applied a dropout (0.3) for both models. We fine-tuned both models with two losses: the cross-entropy loss and the Euclidean loss. Freezing the weights of a pre-trained model prevents the update of a specific weight during back propagation. We froze the first 26 layers. The datasets are each split into two folds, as 90% training set and 10% validation set, respectively. As we want to predict the age of Alzheimer’s and healthy subjects, we have tested the model on the CAPA Alzheimer’s Disease dataset, which was not used during training and parameter selection.

V. EXPERIMENTS

This section presents the results of facial age estimation. Firstly, we compare our results with other age estimation studies that used the FG-NET Database. Then we describe the apparent age estimation errors between the Alzheimer’s Disease patients and healthy subjects.

A. FG-NET

The aim of the proposed method is to improve the age estimation performance for elderly. Most classification methods in the literature use the FG-NET database for classifying age into age groups. To illustrate the performance of our approach in a comparable way, we report here results with FG-NET as well. In Table I, we compare our results with several previous studies that used FG-NET database for classifying age. As shown in the table, we perform better than most of the age estimation methods on ages above 60+. We achieve MAE of 8.14 for ages above 60+, but clearly, FG-NET is not adequate for this task, as there are only 8 samples with ages over 60. The fine-tuning on elderly requires a two-level classification approach, where different classifiers are used for the younger and older subjects. Subsequently, we do not report additional results on the younger subjects.

B. Age estimation results between healthy subjects and AD patients

1) Effect of Alzheimer’s Disease: The MAEs and mean errors (ME) for Alzheimer’s Disease patients and healthy subjects are given in Table II. The database has 50 AD patients and 44 healthy subjects. As shown in the table, the MAEs of AD patients are higher compared to healthy subjects. Automatic algorithms almost always underestimate the age of elderly subjects, and our approach is no exception to this general trend (as shown by negative ME results). The results show that on the average, AD patients are estimated to be 5.22 years younger than healthy subjects in the same age range. Using t-test, the difference is found to be statistically
TABLE I
COMPARISON OF AGE ESTIMATION METHODS ON THE 60+
SAMPLES OF THE FG-NET DATABASE

<table>
<thead>
<tr>
<th>Method</th>
<th># of 60-69 Samples</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIS-LLD (Single) [15]</td>
<td>8 images</td>
<td>32.13</td>
</tr>
<tr>
<td>IIS-LLD (Triangle) [15]</td>
<td>8 images</td>
<td>26.25</td>
</tr>
<tr>
<td>Enhanced BIF [12]</td>
<td>8 images</td>
<td>26.25</td>
</tr>
<tr>
<td>IIS-LLD (Gaussian) [15]</td>
<td>8 images</td>
<td>24.00</td>
</tr>
<tr>
<td>C-LSLP [5]</td>
<td>8 images</td>
<td>23.37</td>
</tr>
<tr>
<td>C-lsMFA [5]</td>
<td>8 images</td>
<td>22.25</td>
</tr>
<tr>
<td>PCA + LPP + SS [6]</td>
<td>8 images</td>
<td>17.33</td>
</tr>
<tr>
<td>OURS</td>
<td>8 images</td>
<td>8.14</td>
</tr>
<tr>
<td>SR-AAM [28]</td>
<td>Not mentioned</td>
<td>5.32</td>
</tr>
<tr>
<td>AAM [10]</td>
<td>3 images</td>
<td>4.62</td>
</tr>
<tr>
<td>LBP [10]</td>
<td>3 images</td>
<td>4.53</td>
</tr>
</tbody>
</table>

significant \( (p = 0.0071) \). The effect of the gender on the Alzheimer’s Disease has been assessed to understand that the AD patients seems younger.

TABLE II
COMPARISON FOR THE AGE ESTIMATION ON THE CAPA ALZHEIMER’S DISEASE DATABASE

<table>
<thead>
<tr>
<th>Groups</th>
<th># of samples</th>
<th>MAE</th>
<th>ME</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD Patients</td>
<td>50</td>
<td>10.9</td>
<td>−9.7</td>
</tr>
<tr>
<td>Healthy subjects</td>
<td>44</td>
<td>8.16</td>
<td>−4.48</td>
</tr>
</tbody>
</table>

2) Effect of gender: The effect of the gender on the results has been assessed. The MAEs and MEs for male and female subjects are given in Table III. MAEs for female and male estimates differ slightly. The automatic method estimates the age of males younger than that of females both for AD patients (3.23 years younger) and healthy subjects (5.38 years younger). However, these differences are not significant \( (p \geq 0.05) \). Also notice that the dataset is not large enough to derive any conclusions from these results. It is interesting to note that the difference of average error between healthy and AD male subjects is quite large (3.67). If this is a systematic bias that would manifest itself in larger sample sizes, it may suggest that age indicator is more reliable for diagnostic purposes in males, compared to females.

TABLE III
COMPARISON OF THE GENDERS FOR THE AGE ESTIMATION ON THE CAPA ALZHEIMER’S DISEASE DATABASE

<table>
<thead>
<tr>
<th>Groups</th>
<th>Gender</th>
<th># of samples</th>
<th>MAE</th>
<th>ME</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD Patients</td>
<td>Male</td>
<td>27</td>
<td>11.63</td>
<td>−11.79</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>23</td>
<td>10.04</td>
<td>−7.96</td>
</tr>
<tr>
<td>Healthy subjects</td>
<td>Male</td>
<td>24</td>
<td>7.96</td>
<td>−6.80</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>20</td>
<td>8.40</td>
<td>−1.42</td>
</tr>
</tbody>
</table>

VI. DISCUSSION

To understand what the factors may be behind the younger appearance presented by AD patients, we investigate the facial regions and their contributions to the age estimation task. This, of course, is a computer-based analysis, and it may be the case that humans pay attention to different cues, including possibly facial dynamics.

Figure 2 shows a representative face with a heatmap depicting the relative importance of facial areas for our automatic age estimation model. This figure is obtained by systematically blurring patches on the faces and observing the differences in estimated ages, a larger difference indicating a more important area. By investigating such depictions, we see that the age estimation mostly relies on eye corners, top of the mouth, and the cheeks. In this particular instance, and in many others, the vertical wrinkles on the cheeks on either side of the mouth are the most important marks of age, and blurring them decreases the apparent age of the subject.

AD initially effects the limbic areas of the brain, highly associated with memory functions and emotions. These areas have connections with the nucleus of facial nerve which innervates facial mimic muscles. Facial mimics related with the expression of emotions are important for healthy people to estimate the age of the others. AD patients were found to have altered facial mimic activity during emotional states [4]. This may be the reason of relatively younger appearance of the AD patients. We note that our subjects are early stage patients with no depression.

VII. CONCLUSIONS

The experiment with estimating age of AD patients and healthy subjects show that the proposed age estimation approach indeed estimates AD patients to be younger than their real age, and in particular, this effect is stronger in male subjects. This finding is a small step towards supporting our hypothesis, and encourages us to investigate this issue further.

Our age estimation pipeline uses a standard CNN architecture, but seeks to improve performance on elderly sub-
jects by fine-tuning the network with two databases. One of our contributions is a new video database, called CAPA Alzheimer's Disease Database, with 94 subjects. We will extend our investigation with this resource by contrasting facial dynamics between AD and healthy subjects.
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