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Abstract

Organizations need more standardization and efficiency in business process execution, which is leading them to show an increasing interest in the business process management (BPM) approach. Stakeholders and workers from different departments are collaborating to obtain better products/services as a result of the BPM projects, but do not always achieve satisfactory outcomes. BPM projects must be well managed and measured for successful implementation. Software Engineering (SE) projects often use a Functional Size Measurement (FSM) technique to estimate the size of the project. This paper proposes an FSM technique for BPM, based on the Function Points metric from SE. We chose the Function Point Analysis, (an FSM technique), as the basis for the proposed Business Process Point Analysis (BPPA) technique. BPPA is a Process Size Measurement technique, developed for business processes modeled through the Business Process Management Model and Notation. BPPA will enable project managers to measure Business Process Points of BPM projects by allowing them to estimate important variables for better managing projects, such as required resources, human effort, cost and time. This paper provides an overview of the proposed BPPA technique and the results of an empirical analysis based on observations from a BPM specialist and an FPA specialist.

Keywords: Business Process Management, Business Process Model and Notation, Functional Size Measurement, Function Point Analysis.
1 Introduction

Business Process Management (BPM) involves concepts, methods and techniques to support the representation and enactment of Business Processes (BP) (Weske, 2007). According to Weske (2007), BPM is an approach that is adopted in organizational environments and leads clients and consumers, analysts and engineers, and other stakeholders to understand BPs better and use them in cooperation.

The application of the BPM approach inside organizations can be understood as a BPM project responsible for the analysis, development, evaluation and enhancement of BPs. According to the Process Management Initiative (PMI) (2008), regardless of the project type being developed, a project manager is expected to guide and control the artifacts being produced in each phase, to estimate relevant aspects in the execution of a project, e.g. schedule performance, and to carry out management activities. In this context, it is important to be aware of and control four variables to ensure a project is well managed: required resources, human effort, cost and time (PMI, 2008).

Although the use of BPM has been increasing lately, there is a lack of tools and techniques that can be used in measuring BPM projects regarding to functional complexity (Sánchez et al., 2010). For example, there is no technique that provides important information for project managers to enable them to understand and control the required resources, effort, cost and time for BPM projects. In contrast, in the Software Engineering (SE) context, there is a wide range of software metrics for estimating different types of project variables (PMI, 2008).

One of the most commonly used software metrics is Function Points (FP). FP is used as a size unit for measuring a software project (IFPUG, 2010). The FP metric, which is associated with a Function Size Measurement (FSM) technique, can be applied during a software project to obtain the software functional size (also called functional complexity). This information, combined with some historical data, provides the required resources, effort, cost and time needed to develop the measured software project (Sommerville, 2004).

In the SE context, the most widely used FSM-like technique is the Function Point Analysis (FPA). It was first proposed in 1979 and has been continuously enhanced by the International Function Point Users Group (IFPUG) (IFPUG, 2010). FPA is employed in software project documentation to compute its functional size. As well as in SE, the BPM project managers also need a metric to produce valuable information about the project sizes – in a similar way to which functional sizes are calculated for software projects – in order to derive other important variables for managing BPM projects.

As in SE, where the FP metric and FPA technique are applied to help manage software projects, an extension of the FP metric and FPA technique from SE projects would be helpful in the BPM domain. Thus, a mapping between the SE and BPM domains provided the means of guiding this study and determining if a parallel could be established. The mapping was carried out by making a comparison between the SE and BPM approaches, in terms of the activities and result artifacts of each phase. Both domains were found to be similar with regard to phases, artifacts and procedures. Their differences are mainly related to the content of their artifacts. The life-cycles of SE (Sommerville, 2004) and BPM (Weske, 2007) comprise the phases shown in Table 1, which also includes a directed mapping between them. In SE, software projects are conducted that mainly concern developing new software products (Phases 1.1 to 2.2) but also address factors such as their operation and maintenance (Phase 3). With regard to BPM projects, the life-cycle is shorter, and usually faster and more dynamic during the development phase (Phases 1 and 2) but, at the same time, there is a greater importance attached to post-development (Phases 3.1 and 3.2); typically, according to Fantinato et al. (2012), “a given business Process Model (PM) evolves far more often than a given software in the same period”.

Although FPs and FPA are very helpful in SE, they cannot be directly applied to BPM projects as they are driven by information only available in the software project documentation. This paper motivates, proposes and evaluates the adoption of a “Business Process Points” (BPP) analysis to calculate the process size of BPM projects. It is an adaptation to the functional size from the SE domain so that it
can fit in the BPM domain, and be used in the BPP metric. This maintains the main goal of the functional size and allows key estimates to be made of information for the management of the project.

<table>
<thead>
<tr>
<th>BPM life-cycle phases</th>
<th>SE life-cycle phases</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – Design and analysis</td>
<td>1.1 – Requirements specification</td>
</tr>
<tr>
<td>2 – Configuration</td>
<td>2.1 – Implementation and unit test</td>
</tr>
<tr>
<td>3.1 – Enactment</td>
<td>2.2 – Integration and systems test</td>
</tr>
<tr>
<td>3.2 – Evaluation</td>
<td>3 – Operation and maintenance</td>
</tr>
</tbody>
</table>

Table 1. Mapping between SE’s and BPM’s life-cycles.

The proposed technique, BPP Analysis (BPPA), was built upon the FPA framework. In the same way as documentation of the software project is input for FPA, documentation of BPM project is input for BPPA. The documentation of the BPM project is basically composed of PMs. BPPA only focuses on the PMs specified in the Business Process Model and Notation (BPMN), version 2.0 – a standard modeling notation for PMs (BPMI, 2010); which are referred to in this paper as PM-BPMNs. Finally, the goal of BPPA is to provide a technique that can help managers of BPM projects in the main activities related to the control and monitoring of these projects.

The remainder of this paper is organized as follows: Section 2 discusses related work; Section 3 summarizes the BPPA technique being proposed; Section 4 shows the preliminary results of two empirical evaluations of the proposed BPPA technique; Section 5 summarizes the conclusions and makes recommendations for future works.

2 Related Work

Most initiatives concerning business measurement have been adapted from SE field (Sánchez et al., 2010). Specifically on this issue, Gruhn and Laue (2006) point out some software complexity metrics that can be extended to analyze the complexity of a PM; including Cognitive Complexity and Fan-in/Fan-out metrics. Among the proposed extensions of this study, the unique size-related metric examined is Lines of Code (LoC), a metric related to the structural model size – called Number of Activities (NoA) in the BPM context. None of the proposed extensions is related to the FSM that is proposed by this study.

With regard to the SE context, some FPA extensions were found in the literature, two of which should be highlighted here: FPs for count enterprise data warehouses (IFPUG, 2007) and FPs for count middleware software applications (IFPUG, 2009). Both were published by IFPUG as White Papers to broaden the application of FPA in systems domains and can be regarded as formal extensions of the FPA technique, since they are based on the original FP metric, which cannot be applied in this study because SE and BPM have some different properties.

Cosmic (COSMIC, 2009) and Use Case Points (UCP) (Clemmons, 2006) are two FPA-based metrics. The relationship between these two extended metrics and a BPM context has already been addressed in two other studies and is explored further here.

Kaya and Demirörs (2011) describe an approach to apply the Cosmic FSM method to software projects which use BPMN notation to model software functions. Although their approach uses BPMN notation, in fact, it is restricted to a modeling artifact within the SE context and not in the BPM domain proposed by this study. The Cosmic FSM method was first designed to measure real time applications from SE, which is not the objective of this paper.

Dhammaraska and Intakosum (2009) provide a guide on how to measure PMs using UCPs. PMs are transformed into use case descriptions, the results of which are measured on the basis of the original
UCP technique. In contrast with our approach, they attempt to adapt PMs to the SE context by rewriting them as use case descriptions, but in this process some properties of the PM can get lost. Although the application of UCPs might be easier, the use case descriptions may vary a lot. This can lead to variable productivity, which affects the derivation of the four most important factors mentioned before for project management (Aguiar, 2009). Moreover, UCPs are only applied in organizations with requirements described by use cases, which affects the comparisons made between organizations.

3 Business Process Point Analysis (BPPA)

This section aims at giving a brief description of the proposed BPPA technique, which is based on IFPUG's FPA, as well as highlighting the most important decisions required to create this FSM technique for BPM projects. A technical report is used to make a methodical description of BPPA (Baklizky and Fantinato, 2012). Figure 1 shows the BPPA diagram and the levels of changes from the original FPA diagram. The stages represented in the diagram (as well as their "steps"), are explained in the next subsections, and compared with the FPA stages and steps.

---

### Stage 1 – Gather available documentation

As a reference for this first stage of BPPA, in FPA all the documentation available for the FSM must be gathered. This documentation has to describe system functional requirements, and take account of what is significant for the user. One example is the user requirements specification. Extra artifacts can be used as support documents if relevant, such as entity diagrams and use cases (IFPUG, 2010). In BPPA, the documentation for the FSM must be PM-BPMNs available, since it is the main type of artifact used to represent Functional Stakeholder Requirements (FSR) in a BPM project. Additional artifacts can be also used, such as activity textual descriptions used to complement PM-BPMNs.
Stage 2 – Determine count scope and boundary, and identify FSRs

For this second stage of BPPA, four steps must be followed as shown in the following.

Step 2.1 – Establish the purpose of the count

An FP count is conducted in response to business requirements, and the purpose is determined by the business problem (IFPUG, 2010). FPA and BPPA take the business scenario as a rule. Whereas in FPA the purpose of the count influences the boundary line between two software products, the equivalent influence on BPPA is between two PMs. One example of purpose for a BPP count could be: to give the process size of a BPM project as an input of the effort estimation to configure a BPMS (BPM System) that will give automated support for the enactment of BPs.

Step 2.2 – Determine type of count

The type of the count is based on the purpose defined in the previous step. FPA specifically includes three types of count: development, application, and enhancement projects – which vary according to the phase in which the software is measured in the software life-cycle (IFPUG, 2010). This first version of BPPA technique is designed to address one type of count: development project – where the "Configuration" phase (refer to Table 1) is the only target for the purpose of the count. Future versions of the BPPA technique should address application and enhancement project types – since the "Enactment" and "Evaluation" (Table 1) phases may also be targeted for the purpose of the count.

Step 2.3 – Determine count scope

In FPA, the count scope defines the groups of FURs in the FP count (IFPUG, 2010). In BPPA, the count scope is the group of PM-BPMNs in the BPP count, since they describe the interactions between two or more business entities and represent the activities for a BP and, hence, they also represent FURs in BPM projects. In a similar way to the FP count scope, the BPP count scope should: (i) define the BPM project that must be measured; (ii) be determined by the purpose of the BPP count; and (iii) identify which processes should be included in the process size as well as providing relevant answers to the purpose of the count. In this version of the BPPA technique, only the collaboration diagram type is addressed, since it is the most widely used in organizations that represent PMs.

Step 2.4 – Determine the boundary

For FPA, the boundary is the conceptual interface between the system under study and its users (IFPUG, 2010). In BPPA, the boundary must be the conceptual interface between the main participants of the BP modeled in BPMN and the other participants. This BPP count boundary must: (i) indicate the limit between the main and other participants in the same PM-BPMN; (ii) define the actions and data elements that are the responsibility of the main participant; and (iii) act as a "membrane" through which data are processed by transactions. The boundary can overlap the area of a pool or specific swimlanes (BPMI, 2011) in the PM-BPMN being measured. In addition, the PM-BPMNs are modeled on the basis of a business view (BPMI, 2011). It is used to represent the main participant of a BP and its collaborations with other participants. The modeling view is one of the determining factors in the process of identifying the boundary, as it influences the interpretation of the modeled BP and highlights the needs, responsibilities and data that the main participant requires. The procedure to determine the boundary involves: (1) identifying all the participants present in the PM-BPMN; (2) checking the modeling view used for the PM-BPMN being measured; (3) defining the main participant of the PM-BPMN, on the basis of the previous task; and (4) defining the boundary, in accordance with the three guidelines defined at the beginning of this paragraph.
Stage 3 – Measure functions

In this stage of BPPA, two types of functions are measured: data functions and transactional functions.

Stage 3.1 – Measure data functions

Data Function (DF) is the first of the two central items for both FP and BPP. For BPPA, DFs must satisfy one or more data action requirements including data reading, writing, input, output, reception or transmission within the scope of a PM-BPMN. In BPPA, DFs can be Internal Logical Files (ILF) or External Interface Files (EIF), as in FPA. The steps for measuring DFs are described as follows.

Step 3.1.1 – Identify the data functions

In FPA, a DF is a set of logically related data, i.e. data stored persistently for further retrieval, update and reference. The amount of logically linked data is estimated so they can be grouped in DFs (IFPUG, 2011). For BPPA, this concept needs to undergo some changes. Basically, DFs are complex data groupings. Generally, data elements are represented in PM-BPMNs in a simpler granularity level than those directly classifiable as DFs. As a result, all the data elements found in the PM-BPMNs are initially only classified as Data Structures (DS). Each DS represents a data element processed by one or more activities or a data element received or transmitted by message flows. The existing DSs have to be identified and classified so that they can be correctly used in the next steps of this technique. DSs are classified on the basis of both representation and complexity. The classification of representation is based on the element type. DSs can represent three types of BPMN elements: data object (including collection, input and output subtypes), data store and event message. Regarding the classification of complexity, the decision depends on whether the DS is already a data group or not. For the classification of representation, data objects and event messages represent volatile data, i.e. data which are only used in a BP instance. Data stores represent persistent data, as well as data which are permanently stored regardless of the enactment of a specific BP instance. Moreover, data objects and data stores are "directly represented data elements" since they are originally created for this purpose, whereas the event messages are "indirect represented data elements" since they also represent data although their main purpose is to carry out a message exchange.

The procedure to identify the DFs is: (1) identify all DSs in the PM-BPMN scope; (2) classify each DS according to its representation and complexity types; (3) name each DS; (4) arrange functionally-related and non-complex DSs in different groups, by taking their representation types as a constraint, i.e. DSs that are directly represented cannot be merged with DSs that are indirectly represented, which means that the original representation types are kept in the resulting groups; (5) count the number of DSs grouped in each resulting group of DSs; (6) count the number of relationships (associations or flows) linking each DS, from the group of DSs, to the activities of the PM-BPMN; and (7) classify each resulting group of DSs as a DF.

Step 3.1.2 – Classify each data function as an ILF or EIF

In FPA, a DF is classified as an ILF or an EIF depending on its primary intent and its relative position to the FP count boundary (IFPUG, 2011). For BPPA, a DF is also classified as ILF or EIF depending on its primary intent and the boundary. However, in BPPA, account is also taken of the types of the DSs which compose the DF, in accordance with the following rules: (i) only data objects within the BPP count boundary must be included, since data objects outside this scope do not represent any development effort in a BPM project that takes into account the perspective of the main participant; (ii) event messages outside the BPP count boundary must be included, since they are used to model a communication type between the main participant of the PM-BPMN and the other participants; thus, they represent a development effort that also includes the perspective of the main participant; and (iii) data stores outside the BPP count boundary must be included in case they are associated with activities within the boundary, since they represent the persistent data that are maintained by the main
participant. On the basis of these conventions, primary intent can be analyzed as follows: (i) the primary intent of an ILF is to represent a DF which is referenced (through an association with an activity) within the BPP count boundary; and (ii) the primary intent of an EIF is to represent a DF which is referenced (through an association with an activity) outside the BPP count boundary.

Step 3.1.3 – Determine the ILFs and EIFs complexity

In FPA, DF complexity is defined in terms of specific information from the functional context of software, which is not available in the BPM domain. For BPPA, DF complexity is based on the number of interRelated DSs (RDS) and the number of Relationships between DF and Activities (RDA). RDSs and RDAs are calculated in Step 3.1.1. RDS refers to the number of grouped DSs that form each DF. RDA refers to the number of relationships linking the DSs to activities, in each DF. Finally, both values are related and the complexity of each DF can be found with the aid of Table 2.a.

<table>
<thead>
<tr>
<th>RDSs</th>
<th>RDAs</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I-19</td>
<td>20-50</td>
<td>&gt;50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Low</td>
<td>Low</td>
<td>Average</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-5</td>
<td>Low</td>
<td>Average</td>
<td>High</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;5</td>
<td>Average</td>
<td>High</td>
<td>High</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th>ILF</th>
<th>EIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process Complexity</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Average</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>High</td>
<td>15</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2. a) Process complexity of DFs; b) Size in BPP of DFs - Adapted from IFPUG (2010)

Step 3.1.4 – Determine the ILFs and EIFs contribution

By means of the same FPA values, the size of each DF for BPPA can be determined using Table 2.b.

Stage 3.2 – Measure transactional functions

Transactional Function (TF) is the second of the two central items for both the FP and BPP counts. For BPPA, TFs must satisfy one or more transactional action requirements such as data processing, validation and management within a PM-BPMN scope. In BPPA, TFs can be External Input (EI), External Output (EO) or External Query (EQ). The steps for measuring TFs are described as follows:

Step 3.2.1 – Identify each elementary process

In FPA, Elementary Processes (EPs) are used to form TFs (smaller actions – atomic or non-atomic – are grouped to form a transaction). As in FPA, BPPA only requires taking account of activities within the BPP count boundary to identify EPs. Activities outside this scope do not represent any development effort during a BPM project that is based on the perspective of the main participant. Activities represent actions carried out during the enactment of a PM-BPMN instance and are a generic term for the work that organizations perform in a process. An EP is the smallest set of interrelated activities within a BPP count boundary that is meaningful to its stakeholders. Before identifying the TFs, the EPs must first be identified. The following BPMN elements are included in the EP identification: Activities (Task, Transaction, Event sub-process, Call activity), Activity Markers (Sub-process, Loop, Parallel MI, Sequential MI, Ad hoc, Compensation), Task Types (Send, Receive, User, Manual, Business Rule, Service, Script), Gateways, Events and Sequence Flows. The activities can be classified by their degree of complexity. Atomic activities (e.g. tasks, including the different task types) are classified as "Simple Activities"; non-atomic activities, as "Complex Activities" (i.e. all other activity types, which are not simple tasks). The "Complex Activities" can be directly classified as EPs, whereas "Simple Activities" must be grouped to form an EP.

The procedure to identify the EPs is: (1) identify all activities within the BPP count boundary; (2) categorize the activities with regard to their level of complexity: simple and complex activities; (3) identify the task type for the simple activities and the activity marker for the complex activities; (4)
identify the links between: activities and gateways, and activities and events; (5) highlight the sequence in which the identified activities, gateways and events are linked through sequence flows; (6) identify the relations between activities and DFs; (7) group one or more simple activities if they are semantically dependent, to form a complex activity; (8) classify each resulting complex activity as an EP; and (9) count the number of grouped activities that form the resulting EPs.

**Step 3.2.2 – Determine unique elementary processes**

As in the case of the FPA, before identifying the resulting TFs for BPPA, a uniqueness test has to be carried out for the identified EPs, since TFs must be unique EPs. To verify if an EP is unique within the set of the identified EPs, it cannot be both formed by a semantically equivalent set of activities and be related to the same DFs when compared to one or more EPs; otherwise they represent a same EP. After checking all the possible combinations of EPs, the resulting unique EPs are classified as TFs.

**Step 3.2.3 – Classify each transactional function as an EI, EO or EQ**

Each TF that is identified in the previous step must be classified as an EI, EO or EQ. For each TF, it is necessary to check: the primary intent, the associated processing logic and the relationship to the BPP count boundary. The following rules govern the classification process: (i) the primary intent of an EI is to represent a TF that processes data received from outside the BPP count boundary. This can be implicitly or explicitly represented by some data object, data store or event message; (ii) the primary intent of an EO is to represent a TF that sends data outside the BPP count boundary and involves a prior processing logic to retrieve and process internally information from data objects, data stores or event messages, which does not happen to EQs; and (iii) the primary intent of an EQ is to represent a TF that sends data outside of the BPP count boundary by simple information retrieval from a data object, data store or event message. No additional processing logic to retrieve or process internal information is allowed, otherwise it will be considered to be an EO.

**Step 3.2.4 – Determine the EIs, EOs and EQs complexity**

In FPA, TF complexity is defined on the basis of some specific information from the functional context of the software, that is not available on the BPM context. For BPPA, DF complexity depends on: the number of interRelated Activities (RA) and the value of the TF's Weight (TFW). RAs must be calculated during Step 3.2.1 and refer to the number of activities grouped to form each resulting TF. TFW must be calculated by analyzing the task types and activity markers of the activities that compose each resulting TF, which were identified in Step 3.2.1. In calculating the total weight of a TF, each activity that is part of the group forming the TF provides a different individual weight depending on its type. The following individual weights should be taken into account: (i) task types – send (1), receive (1), user (3), manual (0), business rule (2), script (1), service (3 for services which are to be implemented and invoked; or 1 for services which are to be only invoked), abstract or not defined (2); (ii) activity markers – loop (2), parallel MI (3), sequential MI (3), compensation (3); and (iii) sub-process activities, including transaction, event sub-process, call activity, regular sub-process, ad hoc – the types of activities forming these sub-processes must be taken into account to calculate their individual weights. Finally, both values are related and the complexity of each DF can be found using Table 3.a (for EIs) or Table 3.b (for EOs and EQs).

<table>
<thead>
<tr>
<th>Table A</th>
<th>Table B</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFW (EI)</td>
<td>TFW (EO/EQ)</td>
</tr>
<tr>
<td>0-1</td>
<td>Low</td>
</tr>
<tr>
<td>1-4</td>
<td>Low</td>
</tr>
<tr>
<td>5-15</td>
<td>Average</td>
</tr>
<tr>
<td>&gt;15</td>
<td>Average</td>
</tr>
<tr>
<td>0-1</td>
<td>Low</td>
</tr>
<tr>
<td>1-5</td>
<td>Low</td>
</tr>
<tr>
<td>6-19</td>
<td>Average</td>
</tr>
<tr>
<td>&gt;19</td>
<td>Average</td>
</tr>
</tbody>
</table>

| Table 3. Process complexity of TFs: a) Complexity of EIs and b) Complexity of EOs and EQs - Adapted from IFPUG (2010) |
Step 3.2.5 – Determine the EIIs, EOIs and EQs contribution

By means of the same FPA values, the size of each TF for BPPA is determined by using Table 4.

<table>
<thead>
<tr>
<th>Type</th>
<th>EI</th>
<th>EO</th>
<th>EQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Average</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>High</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 4. Size in BPP of TFs - Adapted from IFPUG (2010)

Stage 4 – Calculate process size

According to IFPUG (2010, p.14), "the purpose and count scope shall be considered when selecting and using the appropriate formula to calculate the functional size", as this is a result from the counting process. Since this version of BPPA takes into account only the development project type, the following formula is used to calculate its process size: \( PSP = CDF + CTF \), where: \( PSP \) is the Process Size of a given BPM Project, \( CDF \) is the total value as a result of the final Contribution of all the DFs identified for the given count scope, and \( CTF \) is the total value as a result of the final Contribution of all the TFs identified for the given count scope.

Stage 5 – Document the BPP count

Finally, the BPP count can be documented; it contains the following information: the count purpose and type; the count scope and boundary; the count data; a list of all DFs and TFs identified, including their types, complexities and number of BPPs assigned to each one; the final result of the count (Stage 6); and, any assumptions made about the PM-BPMN, as well as any issues that have been resolved.

Stage 6 – Report the result of the BPP count

According to IFPUG (2010, part 1, p.23-24), "(...) consistently reporting the results of functional point counts enables the readers to identify the standard to which they comply". As the last stage of the BPPA technique, the report of the results of the BPP count is defined as follows: \( S_{BPP} (BPPA-v) \), where: \( S \) is the result of the BPP count (Stage 4); \( BPP \) is the size unit of the BPPA technique; and \( v \) represents the version of the BPPA technique that was used to obtain the process size being reported.

4 Evaluation

This session provides a brief account of two empirical evaluations undertaken to determine the benefits and drawbacks of the BPPA technique. The first is based on the authors’ observations when applying the proposed technique to a use scenario. The second is based on a specialist's observations when reading the published technique as a technical report.

4.1 Example of an Application

The scenario chosen to perform the evaluation of the BPPA technique being proposed is "The Travel Booking" (BPMI, 2011), a BPM development project composed of only one PM-BPMN, the Travel Booking model, which is shown in Figure 2.

Referring to the illustrative PM-BPMN in Figure 2, there are 10 activities (two sub-processes and 8 simple tasks), 12 events (4 of which are message events), excluding those inside the sub-processes, 4 gateways excluding those inside the sub-processes, and sequence flows between the activities, events and gateways. The general result of applying the BPPA technique to the Travel Booking model...
indicated that the result of the count was 53 BPP. This value includes the addition of 3 DFs (2 Low ILFs, and 1 Low EIF) and 9 TFs (2 Low Els, 1 High El, 3 Low EQs, 1 Average EQ, 1 Low EO, and 1 Average EO). The number of BPPs, like the number of FPs, does not represent any information in itself. On the other hand, it is of value in comparative situations (e.g. comparing the number of BPPs from one project with others and checking whether it requires more effort or not). In addition, BPPs can be used to plan and manage a BPM project in association to comparative historical data.

Figure 2. The Travel Booking PM-BPMN - Adapted from BPMI (2001)

The main outcome of this evaluation is that, in general terms, BPPA can be applied as designed and proposed in this paper. A typical scenario is used to test the application of BPPA and the BPP metric can be calculated, to show the feasibility of its use. Some additional results are discussed as follows:

- The chosen scenario only includes a small number of data elements, which can be observed by comparing the number of DFs to the number of TFs. In fact, only data elements of the "event message" type are identified, with no data object or store being identified. Given the knowledge domain of the researchers that proposed BPPA, this is a common picture for BPs modeled through BPMN in which no data is explicitly modeled. Unlike the software domain, both data and transactions have almost the same importance in terms of initial representation. In the BPM domain, they only address the transactional issue in terms of different types of activities;

- With regard to this specific scenario, most of the DFs and TFs have been identified and calculated as "low" complexity (75%). We believe that this is the result of relying on the same factors used in FPA to calculate the DFs and TFs complexities (see Table 2 and 3). Although this is not necessarily an issue, typical scenarios in BPM projects should be scattered at different levels of complexity;

- In this application, we noted that, when measuring TFs, only activities are included that are points to compose the final BPP metric, whereas other elements in the sequence flows, such as gateways and messages, are used to understand the context of the modeled problem and identify the EPs and TFs. However, it is known that there are some implementation efforts based on these two types of BPMN elements during the BP development phase. As in the case of the previous item, there is clearly a possible need to include these elements in the TFW count in Table 3.

4.2 Analysis by a specialist in the field

An invited software metrics specialist has evaluated the BPPA technique to verify that it strictly adheres to the FPA technique. The specialist has been an IFPUG Certified FP Specialist since 2001 and works at a very well known Software Measuring company. His analysis focused on Stages 1, 2 and 3 of the BPPA technique as described in the technical report, which contains a complete
description of BPPA. The main results of this empirical evaluation (based on the specialist's observations), as well as by some analysis conducted from the BPM perspective, are given as follows.

Regarding Stage 1 of BPPA, the specialist believes that "the BPMN notation could not be considered part of the user language to represent FURs; the users might be trained to understand it, but they are usually not fluent in it". This concern might be more valid in the FPA context, where the user could be anyone interacting with or using the software. We understand that this is not valid in BPM, since users are more specialized, e.g. business analysts or process analysts normally fluent in BPMN. In BPM projects, the users are usually representatives of the team who are interested in the BP development.

Regarding Stage 2 of BPPA, the specialist points out that "BPPA has only one type of count – the development project type –, not addressing the application and enhancement types". Although this is an actual limitation of the proposed technique, we understand that this first version of the BPPA technique is addressing the most important type, since it covers the first two phases of the BPM life-cycle (Weske, 2007): "Design and Analysis", when the PM-BPMN is created, and "Configuration", when the implementation effort being estimated is applied. The application and enhancement project types must be addressed, so that the next two phases of the BPM life-cycle can be respectively covered: "Enactment" and "Evaluation". Furthermore, the specialist points out that "according to IFPUG (2010), the border should be regardless of technical or implementation considerations; thus, placing a BPMN element such as a pool or swimlane as a boundary delimiter is tying the concept of how the modeling negotiation was performed". Although this is still an open challenge for this study, identifying the BPP count boundary is a tough and very important task. Once the BPMN notation has been chosen as the language to represent FURs, it is not possible to identify a border regardless of technical considerations or, in this case, modeling considerations.

Regarding Stage 3.1 of BPPA, the specialist points out that "due to the flexibility of the BPMN notation, business data may be present in different structures, as mentioned in the document describing the BPPA technique; then, the analyst will need to identify and determine exactly the different types of data being represented in the model". Since the main source of information for BPP count is PM-BPMN, it is important for the analysts to know how to differentiate the data being represented in a BPMN model so that the BPMN technique can be applied as proposed; but, as already discussed, we do not believe that the involved analysts will have problems in learning about them.

Regarding Stage 3.2 of BPPA, the specialist points out that "non-atomic activities contain several tasks and can be related to other exception tasks, e.g. a task that treats an exception condition or reports that a particular transaction cannot be performed; in FPA, exceptional conditions or messages, sent to inform the user that the transaction could not perform some action, are part of the transaction's EP and, hence, non-atomic activities may or may not be EPs. So, it is not possible to determine a 1-1 mapping between these two concepts". For BPMN, it is difficult to identify whether a task should compose a larger EP or not. We have defined some specific rules on how to identify EPs by grouping smaller activities into bigger ones.

We conclude that most of the limitations pointed out by the specialist are due to some special differences between both the target artifacts BP and the software; this means treatments in the BPPA technique should be different from those employed in the FPA technique. Moreover, the specialist did not point out large divergences in the most relevant stages of the BPPA technique – 3.1 and 3.2.

5 Conclusion

This paper proposed a technique, called BPPA (Business Process Point Analysis), for measuring the size of BPM projects based on PM-BPMNs and which can help project managers in their attempts to introduce work estimation for process development projects. Although BPPA is built on the Function Point Analysis (FPA) framework and hence the procedures of both are very similar, there are some FPA features, which were originally proposed for the software. The similarity between BPPA and FPA has been confirmed by an FPA specialist who evaluated BPPA. In his technical judgments, he
concluded that BPPA concepts are only partially discordant with FPA. BPPA requires a good deal of effort so that it can be used by organizations in BPM projects.

Future works should include the following: adjusting the factors that influence the definition of the process complexities of DFs and TFs; enlarging the scope of BPP counts to consider the application and enhancement project types; and reducing the dependence on personal considerations during the BPP counts. Moreover, other studies should be undertaken to perform additional analyses through controlled experiments or case studies. These new studies should strengthen the approach evaluation in terms of: (i) including impartial specialists from the BPM domain as well as more specialists from the software metrics field; (ii) running an experiment in a real-world setting; (iii) increasing validity assurance by defining a set of objective metrics to be applied through a clear protocol; and (iv) leading to a comparative approach between BPPA and other techniques related to BPM measurement.
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