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Abstact

This thesis is concerned with the calculus of variations on bounded domains. The critical points of a functional
I corresponding to a Lagragian function L are the solutions of the Euler-Lagrange equation. This equation is
a partial differential equation. I will prove in the main theorem that there exists a minimizer to the functional
I under certain conditions on L. These conditions are partial convexity and coercivity. Partial convexity is
convexity in a part of the variable of L and coercivity is a bound from below of L with respect to another
function. In the last subsection I will provide a motivation for the hypothesis of this theorem.
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1 Introduction

1.1 History and Main Problem

Consider the following fundamental question.
Question 1.1. Let 1 ≤ p <∞, n ∈ N, U ⊂ Rn open and bounded, g ∈ Lp(∂U),

A := {u ∈W 1,p(U) ⊂ Lp(U) : u = g on ∂U in the trace sense },

where W 1,p(U) will be defined in 2.9 and the trace sense in 2.22, L ∈ C∞(Rn × R× Rn) and

I(u) :=

∫
U

L(Du, u, x)dx.

Does there exists u ∈ A such that I(u) ≤ infv∈A I(v)?
Remark 1.2. A version of this question was posed by David Hilbert at his famous address to the International
Congress of Mathematics in Paris.

The goal of this thesis is to provide an answer in the following theorem.

Let 1 < p <∞, p 6= n, α > 0, β ≥ 0 and U a C1−domain (see Appendix 6.1 Calculus).
Theorem 1.3. (Existence of Minimizer) Assume that L satisfies the coercivity inequality

L(z, y, x) ≥ α|z|p − β

and is convex in the z variable.

Suppose also the set A is nonempty.

Then there exists a function u ∈ A solving
I(u) = min

v∈A
I(v).

The above theorem is an important result in the field of calculus of variations. In this field one is interested
in minimizing a functional like I in the above question. Calculus of variations originates from the problem of
minimization, for example minimizing a volume. Moreover, these problems have been around since at least 300
A.C.. Through the centuries the methods have changed from a geometric nature to an analytic nature.

That said, it was not until the 17th century that a French lawyer by the name Pierre de Fermat studied the
subject using analysis. Therefore, he should be considered founder of the field1. Fermat studied the refraction of
light travelling from a rare medium to a dense medium. He stated that light travels in such a way as to minimize
the time it takes to go from one point to another. This principle was later named Fermat’s Principle. He used
this to calculate the respective speeds inside the media using the refraction angle, as shown below(air-water).
The middle picture in figure 1 minimizes the time for light to travel from the upper left to lower right corner of
the 2 by 2 metres square.

1This is claimed by H. Goldstine [GG80]
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Figure 1: Three paths for light to travel from upper left to lower right corner.

Figure 2: Four snapshots of three tracks, where the middle track is the fastest.

An important consequence of Fermat’s work was his minimization technique. This technique was applied by
John Bernouilli on the brachistochrone curve problem, which became a milestone for the development of calculus
of variations. This problem is concerned with two points p1 and p2 in the x − y−plane with y1 > y2. Now
assuming a constant gravitational force in the −y direction. What would be the fastest frictionless track for a
point particle to slide from p1 to p2 from zero velocity using gravity as the only form of acceleration. The answer
to this question is the brachistochrone curve. Figure 2 displays the problem. It also shows four snapsshots at
different times of three point particles released at the same time in p1 traveling towards p2 using gravity only
to accelaterate.

Remark 1.4. Why is a straight line not fastest? This is because the particle first has priority to pick up speed,
which occurs fastest when going straight down.

Now, we can pose the brachistochrone curve problem in terms of an integral problem by calculating the time
it takes a particle to travel on a curve from point p1 to point p2. Minimizing this integral would provide us the
brachistochrone curve.

An important application lies in partial differential equations.
Example 1.5. Minimization problems are closely related to partial differential equations. Namely, critical
points of the functional I are solutions of the Euler-Lagrange equations for L.
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To explain this, let u, n, U, L and I be as in question 1.1.

Let u be a minimizing function of the functional I and v ∈ C2
c (U). We compute

d

dτ
|τ=0I(u+ τv) =

∫
U

∂L

∂z
(Du, u, x) ·Dv +

∂L

∂y
(Du, u, x)vdx.

The above derivative is zero, because u minimizes the functional I with respect tot the set A.

Using partial integration we move the derivative due to the compact support of v,

=

∫
U

(−∇ · ∂L
∂p

(Du, u, x) +
∂L

∂z
(Du, u, x))vdx = 0

Since v was arbitrary and u a minimizer, we conclude

−D∂L
∂p

(Du, u, x) +
∂L

∂z
(Du, u, x) = 0

a.e. in U , where the above equation is called the Euler-Lagrange equation.

Thus, we find the relation between a minimizer of the functional I and the Euler-Lagrange differential equation.

An application of the Euler-Lagrange equation lies in the field of classical mechanics shown in the following
example.

Example 1.6. Let L(ẋ, x, t) = T − V , where m the mass, T = 1
2m

(
dx
dt

)2
the kinetic energy and V (x, t) ≤ 0 the

potential energy of a point particle.

Then the Euler-Lagrange equation is given by

−d
2x

dt2
− ∂V

∂x
= 0→ d2x

dt2
= −∂V

∂x
,

which is Newton’s equation of motion.

Since L satisfies the conditions of the Theorem 1.3, there exists a solution to Newton’s equations of motion in
this case.
Remark 1.7. This concept of minimization is a very general idea. In physics alone, minimization of functions is
widely applied in classical mechanics, quantum mechanics, electrodynamics, general relativity, hydrodynamics
and many more subfields of physics.
Example 1.8. Another application of the Euler-Lagrange equation finds its way through the Poisson equation
−∆u = f(x), for f ∈ C1

ext(U).

Let L(z, y, x) = z2 − yf(x), then the Euler-Lagrange equation is given by −D ∂L
∂z (Du, u, x) + ∂L

∂y (Du, u, x) =

−∆u− f(x) = 0, or −∆u = f(x).

Again without extensive effort one could conclude existence due to the variational characteristic of the problem.

In the next remark I will provide some history on the calculus of variations.
Remark 1.9. From 1662 up until today a great number of contributors have added to the theory of variational
calculus. As mentioned before, Fermat is thought to be the founder of variational calculus due to his analytic
methods. In the late 17th century Bernouille used Fermat’s method to first solve a specific variational problem,
the brachistochrone curve problem. During the early 18th century Newton and Leibniz had also showed their
interest for the field, including for the brachistochrone curve problem. It was not until Euler had considered
general cases instead of special cases that the subject transformed into an entirely new branch of mathematics.
In the meantime the young Lagrange had developed an analytic method for solving minimization problems,
called variations. Also Euler had developed his own method for minimization problems, which was largely
geometric. Still Euler showed his preference of Legendre’s methods of ”variations” over his own. Therefore, in
Lagrange’s honor Euler named the field calculus of variations.
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Many others added to the research of variational calculus including Legendre, Jacobi, Weierstrass, Clebsch,
Mayer and others. That is until Hilbert’s address to the International Congress of Mathematics in Paris in
1900, where he posed a version of question 1. After Hilbert’s address, a number of contributors were added to
the list. Some of these contributors go beyond the scope of this thesis. These include contributors to Morse
and Control Theory.

1.2 Organization and Preknowledge

Organization In Subsection 2.1 we will introduce the Sobolev spaces introduced in question 1.1. In Subsection
2.2 we will provide a number of dense subsets of the Sobolev spaces. Using these dense subsets we will construct
an extension operator in Subsection 2.3. Also Subsection 2.4 makes use of the dense subsets to provide well
defined boundary values of W 1,p(U) functions. In Subsection 3.1 we will use the extension operator from
subsection 2.3 to prove embeddings of Sobolev spaces into Lp and Hölder spaces. In Subsection 3.2 the extension
will be used to prove compact embeddings of Sobolev spaces into Lp-spaces. In Subsection 4.1 we will introduce
the weak topology and in Subsection 4.2 we will prove theorems about Banach spaces with this topology. In
Subsection 5.1 we will give an idea of the proof of the main theorem. Subsection 5.2 will be used to prove the
theorem. Lastly in subsection 5.3 we will discuss the hypothesis of the theorem and thereby the strength of the
theorem. The appendix (Section 6) includes definitions and auxilary results. Some definitions only occur in the
appendix.

Preknowledge This thesis requires a basis level of measure theory, functional analysis, calculus and topology.
For a large part of the thesis the preknowledge is merely definitions from these fields. Most of the relevent
theorems are stated in the appendix. Measure theory is the most important field used in the thesis and
topology has the smallest role.
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2 Sobolev Spaces

In the 1930s Sergei Sobolev introduced a new type of Banach spaces. These spaces were motivated by the
inability of finding classical solutions to partial differential equations. This is done by using a weaker notion of
differentiability. Up until this day Sobolev spaces are central to the theory of partial differential equations and
variational calculus.

The Sobolev spaces, W 1,p(U), were introduced in the introduction without an explanation. In this section we
will define these spaces.

2.1 Weak Derivative

Let n ∈ N, α ∈ Nn be a multiindex (see Appendix 6.1.1).
Definition 2.1. (Weak Derivative) We say that u ∈ Lp(U) has an αth weak partial derivative if and only if
there exists vα ∈ Lp(U) such that for all φ ∈ C∞c (U)(see Appendix 6.1.17)∫

U

uDαφdx = (−1)|α|
∫
U

vαφdx,

and we say that the αth weak partial derivative of u is given by Dαu = vα.

You could think of the weak derivative as way of extending the derivative by means of partial integration. That
is, if u ∈ C1

ext(U) (see Appendix 6.1.13), φ ∈ C∞c (U) and D(1,0...,0)u = v in the strong sense, then∫
U

uD(1,0...,0)φdx =

∫
∂U

uφdS(x)−
∫
U

D(1,0...,0)uφdx = −
∫
U

vφdx,

where the boundary integral is zero, because φ is zero on the boundary (see Appendix 6.1.11 for definition of
dS(x)).

So D(1,0,...,0)u = v also in the weak sense.
Remark 2.2. With abuse of notation I will use elements of Lp(U) interchangably with a representation of this
element.
Remark 2.3. The multiindex notation makes sense. Consider uα the αth weak partial derivative and σ a
permutation for an ordered set of length |α|. Let a be an ordered set of length |α| containing elements in
{1, . . . , n}, with αi the number of is, then

(−1)|α|
∫
U

uα(x)φ(x)dx =

∫
U

u(x)
∂

∂xa1
· · · ∂

∂xak
φ(x)dx =

∫
U

u(x)
∂

∂xaσ(1)
· · · ∂

∂xaσ(|α|)
φ(x)dx,

implying the order of differentiation does not matter.

Now I will give two examples, one in which u is weakly differentiable, and an example where this is not the
case.
Example 2.4. Consider u : (−1, 1)→ R, where u(t) = |t|. Let φ ∈ C∞c ((−1, 1)). Then we have

1∫
−1

|t|φ′(t)dt = −
0∫
−1

tφ′(t)dt+

1∫
0

tφ′(t)dt =

0∫
−1

φ(t)dt−
1∫

0

φ(t)dt =

1∫
−1

ξ(t)φ(t)dt,

where ξ(t) :=

{
−1 if t < 0
1 if t ≥ 0

and ξ ∈ Lp((−1, 1)).

I conclude u is weakly differentiable with derivative Du = ξ.
Example 2.5. Consider the function u : (−1, 1)→ R,

where u(t) :=

{
0 if t < 0
1 if t ≥ 0

, then we find
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1∫
−1

uφ′(t)dt =

1∫
0

φ′(t)dt = φ(0)− φ(−1) = φ(0),

where φ(1) = 0 due to compact support of φ.

I will prove that u is not weakly differentiable.

Proof. Suppose that u is weakly differentiable and Du = v.

Let a ∈ (−1, 1), m ∈ N≥1 and φ(a,m)(t) = mnη(m(t − a)), where η is the standard mollifier(see Appendix 6.4
definition 6.8). Then using theorem 6.10 from Appendix 6.4, we find

lim
n→∞

1∫
−1

v(t)φ(a,m)(t)dt = v(a)

λ a.e.. Now compute the other side of the equation, we find

lim
n→∞

1∫
−1

uφ′a,n(t)dt = lim
n→∞

φa,n(0) = 0

for a 6= 0. So we find that v = 0 λ a.e.. However, if φ ∈ C∞c (−1, 1), with φ(0) = 1, then we find

1 = φ(0) =

1∫
−1

uφ′(t)dt = −
1∫
−1

vφ(t)dt = 0.

.

Thus u is not weakly differentiable.

The weak derivative has the following properties.
Lemma 2.6. (Properties Weak Derivative) Assume u and v have an αth weak partial derivative.

(i) For all λ, µ ∈ R, λu+ µv has a αth weak derivative and its weak derivative is λDαu+ µDαv.

(ii) The αth weak derivative of u is unique.

(iii) If α is a multiindex with |α| = k ∈ N, ζ ∈ C∞(U) and u ∈W 1,p(U), then ζu ∈W 1,p(U) and

Dα(ζu) =
∑
β≤α

(
α

β

)
DβζDα−βu (Leibniz Formula), (1)

where

(
α

β

)
=

|α|!
|α|!(|α| − |β|)!

.

(iv)Let U ′ ⊂ Rn be open, ζ : U ′ → U a C1−diffeomorphism whose Jacobian matrix has a uniformly bounded
inverse and u ∈W 1,p(U). Then u ◦ ζ ∈W 1,p(U ′).
Remark 2.7. The orginal lemma is proven by Evans [Eva98, Theorem 1, section 5.2.3].

Proof. (i)

Clearly λu+ µv ∈ Lp(U) and we find∫
U

(λu+ µv)Dαφdx = λ

∫
U

uDαφdx+ µ

∫
U

vDαφdx = λ

∫
U

Dαuφdx+ µ

∫
U

Dαvφdx =

∫
U

(λDαu+ µDαv)φdx.
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(ii)

Suppose v, ṽ ∈ Lp(U) are αth weak derivatives of u. Then∫
U
vφdx =

∫
U
ṽφdx for all φ ∈ C∞c (U).

So we also have, ∫
U

(v − ṽ)φdx = 0, for all φ ∈ C∞c (U).

Let x ∈ U and ε > 0, then consider φx(y) := ηε(x − y), where η is the standard mollifier(see Appendix 6.4
definition 6.8). Using Theorem 6.10 from Appendix 6.4, we find

0 =
∫
U

(v − ṽ)ηε(y − x)dx = (v − ṽ)ε → (v − ṽ) λ a.e.

I conclude that v = ṽ as elements of Lp(U).

(iii) We will prove the claim by induction on |α|. Let |α| = 1 and φ ∈ C∞c (U) be arbitrary.

Then we find

∫
U

u(x)ζ(x)Dαφ(x)dx =

∫
U

u(x)Dα(ζ(x)φ(x))− u(x)φ(x)Dαζ(x)dx

= −
∫
U

Dαu(x)ζ(x)φ(x)dx−
∫
U

u(x)Dαζ(x)φ(x)dx = −
∫
U

Dα(uζ)(x)φ(x)dx.

Therefore, we obtain the equality
Dα(uζ) = Dαuζ + uDαζ.

2. Firstly, for |α| = 0, formula (1) is clearly true.

Next assume l < k and formula (1) is valid for |α| ≤ l and all functions ζ. Choose a multiindex α with |α| = l+1.
Then α = β + γ for some |β| = l, |γ| = 1. Then for φ ∈ C∞c (U)

∫
ζ

uDαφdx =

∫
U

ζuDβ(Dγφ)dx

= (−1)|β|
∫
U

∑
σ≤β

(
β

σ

)
DσDβ−σuDγφdx

using the induction hypothesis,

= (−1)|β|+|γ|
∫
U

∑
σ≤β

(
β

σ

)
Dγ(DσζDβ−σu)φdx

also using the induction hypothesis,

= (−1)|α|
∫
U

∑
σ≤β

(
β

σ

)
(DρζDα−ρu+DσDα−σ)φdx,

where ρ = σ + γ. Then

= (−1)|α|
∫
U

∑
σ≤α

(
β

σ

)
DσζDα−ρu

φdx,
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since (
β

σ − γ

)
+

(
β

σ

)
=

(
α

σ

)
.

(iv)Firstly, we derive the inequality,∫
U ′
u ◦ ζdx =

∫
U

u|det(Dζ)−1|dx ≤ ‖det(Dζ)−1‖L∞(U)

∫
U

udx <∞.

Now suppose |α| = 1 and consider uε := ηε ∗ u, then we find

∫
U ′
uε ◦ ζDαφ = −

∫
U ′
Duε ◦ ζDαζφdx

Using Theorems 6.10(Mollifier) and 6.3(Dominated Convergence Theorem) from the Appendix 6.4 and 6.3, we
let ε→ 0 and find

∫
U ′
Du ◦ ζDαζφdx =

∫
U ′
Du ◦ ζDαζφdx.

Hence Dα(u ◦ ζ) = Dαu ◦ ζDαζ, therefore, we find u ◦ ζ ∈W 1,p(U ′).

Let k ∈ N.
Definition 2.8. We say that u is k-times weakly differentiable if and only if for every α with |α| ≤ k, u has an
αth weak partial derivative.

Now we are ready to introduce the Sobolev Spaces.
Definition 2.9. (Sobolev Spaces) For 1 ≤ p <∞, we define W k,p(U) as follows,

W k,p(U) := {u ∈ Lp(U) : u is k-times weakly differentiable}.

The space W k,p(U) is a linear subspace of Lp(U). We define the norm for u ∈W k,p(U),

‖u‖Wk,p(U) =

 n∑
α≤|k|

(‖Dαu‖p)p
 1

p

.

Remark 2.10. The Sobolev Spaces are vector spaces, which is a result from Lemma 2.6(i)(Weak Derivative).
Also the norm is well-defined, since by Lemma 2.6(ii)(Weak Derivative) the weak derivative of a function is
unique.
Theorem 2.11. The Sobolev spaces W k,p(U), for 1 ≤ p <∞, are Banach spaces.
Remark 2.12. The original theorem is proven by Evans[Eva98, Theorem 2, Section 5].

Proof. Claim 1. ‖ · ‖Wk,p(U) is a norm.

Clearly, for λ ∈ R we have ‖λu‖Wk,p(U) = |λ|‖u‖Wk,p(U). Also ‖u‖Wk,p(U) = 0 implies that ‖u‖Lp(U) = 0.
Therefore, we have u = 0. So ‖u‖Wk,p(U) = 0 if and only if u = 0, where the reverse statement is obvious.

Let u, v ∈W k,p(U). Then we apply the Minkowski’s inequality (see Appendix 6.2.5).
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‖u+ v‖Wk,p(U) =

( ∑
|α|≤k

‖Dαu+Dαv‖pLp(U)

)1/p

≤
( ∑
|α|≤k

(
‖Dαu‖Lp(U) + ‖Dαv‖Lp(U)

)p)1/p

Apply Minkowski on the space U

≤
( ∑
|α||≤k

‖Dαu‖pLp(U)

)1/p

+

( ∑
|α|≤k

‖Dαv‖Lp(U)

)p
Apply Minkowski on N

= ‖u‖Wk,p(U) + ‖v‖Wk,p(U).

So we find that W k,p(U) are normed spaces.

Claim 2. W k,p(U) are complete.

Let (um)∞m=1 be a Cauchy sequence in W k,p(U). Then (Dαum)∞m=1 is a Cauchy sequence in Lp(U), because we
can estimate ‖ · ‖Lp(U) by ‖ · ‖Wk,p(U).

Since Lp(U) is complete (see Appendix 6.3 Theorem 6.4) there exists a function uα ∈ Lp(U) such that

Dαun → uα in Lp(U) as n→∞

for all |α| ≤ k. In particular

D(0,...,0)un → uα in Lp(U) as n→∞.

Now we will prove that Dαu = uα in the weak sense, for each multiindex |α| ≤ k.

Let φ ∈ C∞c (U), then∫
U
uDαφdx = limm→∞

∫
U
umD

αφdx Theorem 6.3(Dominated Convergence Theorem from Appendix 6.3)

= limm→∞(−1)|α|
∫
U
Dαumφdx um is weakly differentiable

= limm→∞(−1)|α|
∫
U
uαφdx again the DCT.

Thus we have shown Dαu = uα. I conclude u ∈W k,p(U) and un → u in W k,p(U).

So W k,p(U) is complete.

Therefore, I can state that W k,p(U) is a Banach space.
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2.2 Density of Smooth Functions in Sobolev Spaces

In this subsection, we will prove that smooth functions are dense in the Sobolev spaces. This will be used as a
tool to prove a number of theorems.

Let U ⊆ Rn open, k ∈ N≥1, 1 ≤ p <∞, ε > 0 and Uε = {x ∈ U : dist(x, ∂U) > ε}.

The main theorem of this subsection is the first down below.
Theorem 2.13. (Global Approximation Including Boundary)

Assume U is a bounded C1-domain. If u ∈ W k,p(U), then there exists a sequence (um)m∈N with um ∈ C∞ext(U)
such that

um → u in W k,p(U).

Theorem 2.14. (Global Approximation Excluding Boundary)

If u ∈W k,p(U), then there exists a sequence of functions (um)m∈N with um ∈ C∞(U) ∩W k,p(U) such that

um → u in W k,p(U).

Theorem 2.15. (Local Approximation)

Assume u ∈W k,p(U) and set uε = ηε ∗ u in Uε (see Appendix 6.4 definition 6.8).

Then for every V ⊂⊂ U

uε → u in W 1,p(V ) as ε→ 0.

Remark 2.16. Theorem 2.14 does not tell us that the elements of the sequence (um)m∈N is in C∞ext(U) as in
Theorem 2.13.
Remark 2.17. The original theorems of theorems 2.13, 2.14 and 2.15 are proven by Evans [Eva98], which are
Theorem 3, Theorem 2 and Theorem 1 in section 5.3 respectively.

Proof. (Theorem 2.15) First of all, uε ∈ C∞(Uε) for each ε > 0, i.e. see Theorem 6.10(Mollifier) in Appendix
6.4.

Claim 1. For |α| ≤ k, we have

Dαuε = ηε ∗Dαu (2)

in Uε.

To confirm this, we compute for x ∈ Uε

Dαuε(x) = Dα
∫
U
ηε(x− y)u(y)dy

=
∫
U
Dα
xηε(x− y)u(y)dy Theorem 6.7

= (−1)|α|
∫
U
Dα
y ηε(x− y)u(y)dy.

For a fixed x ∈ Uε the function φ(y) := ηε(x − y) belongs to C∞c (U). Consequently, the definition of the
αth-weak partial derivative implies:∫

U

Dα
y ηε(x− y)u(y)dy = (−1)|α|

∫
U

ηε(x− y)Dαu(y)dy.

Thus

Dαuε(x) = (−1)|α|+|α|
∫
U

ηε(x− y)Dαu(y)dy

10



= (ηε ∗Dαu)(x)

I conclude (2).

Now choose an open set V ⊂⊂ U . In view of (1) and Theorem 6.10(Mollifier) we find that Dαuε → Dαu in
Lp(V ) as ε→ 0, for each |α| ≤ k. Consequently,

‖uε − u‖p
Wk,p(V )

=
∑
|α|≤k

‖Dαuε −Dαu‖pLp(V ) → 0

as ε→ 0.

Proof. (Theorem 2.14) We have U = ∪∞i=1Ui, where

Ui := {x ∈ U : dist(x, ∂U) > 1/i} ∩B(0, i), i ∈ N.

Write Vi := Ui+3 − Ūi+1, for i ≥ 1. Let V0 = U4, then U = ∪∞i=0Vi. That is, let x ∈ U and i the smallest i such
that x ∈ Ui. If i ≥ 4, then x /∈ Ui−2, so x ∈ Vi+1. If i < 4, then x ∈ U4 = V0.

Now let {γi}i∈N be a smooth partition of unity subordinate to the open sets {Vi}i∈N. That is, suppose{
0 ≤ γi ≤ 1 γi ∈ C∞c (Vi)
∞∑
i=0

γi = 1 on U

for this see Theorem 6.11 in the Appendix 6.4.

Let u ∈W k,p(U), then according to Lemma 2.6, γiu ∈W k,p(Vi) and supp(γiu) ⊂ Vi.

Fix δ > 0. Choose εi > 0 so small that ui := ηεi ∗ (ζiu) satisfies

{
‖ui − ζiu‖Wk,p(U) ≤ δ

2i+1 i ∈ N
supp(ui) ⊂Wi i ∈ N

for Wi := Ui+4 − Ūi ⊃ Vi i ∈ N.

Define v :=
∞∑
i=1

ui. This function belongs to C∞(U), since every point has a neighborhood on which only finitely

many terms are non-zero. Since u =
∞∑
i=0

ζiu, we have for each V ⊂⊂ U that

‖v − u‖Wk,p(V ) ≤
∞∑
i=0

‖ui − ζiu‖Wk,p(U)

≤ δ
∞∑
i=0

1

2i+1

= δ.

Take the supremum over sets V ⊂⊂ U to conclude ‖v − u‖Wk,p(U) ≤ δ.

The following lemma is a stepping stone for the proof of Theorem 2.13.
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Lemma 2.18. If U is a C1−domain.

Then there exists a countable locally finite open coverW and a family of C1−diffeomorphisms {γi}i∈J for index
sets J ⊆ I satisfying,

(i) Ui ∩ ∂U = ∅ if and only if Ui ⊂⊂ U
(ii) If Ui ∩ ∂U 6= ∅ then Ui = B(xi, ri/2) for some xi ∈ U , ri > 0 and γi(∂U ∩B(xi, ri)) ⊂ Rn−1 × {0}.
and
(iii) If i ∈ J , then Ui ∩ ∂U 6= ∅ and γi : Rn−1 → R satisfies,

upon relabeling the coordinate axes, U ∩B(xi, ri) = {x ∈ B(xi, ri) : xn > γi(x1, . . . , xn−1)}.

Proof. Let x ∈ ∂U , then there exists r > 0 and γ : Rn−1 → R satisfying (iii), because U is a C1−domain. Now
consider the open cover U = {B(x, rx/2)}x∈∂U , where rx is as the above r.

Consider R(a1,...,an) = [a1, a1 +1]×· · ·× [an, an+1] for (a1, . . . , an)T ∈ Zn. Note that ∂U∩R(a1,...,an) is compact
for every (a1, . . . , an)T ∈ Zn. Therefore, we can extract a finite subcover V(a1,...,an) ⊂ U of R(a1,...,an) ∩ ∂U .
Consider the following V = ∪(a1,...,an)∈ZnV(a1,...,an).

Let A = U − ∪v∈VV and B = ∂U . Since Rn is normal in the topological sense and A and B are closed, there
exist opens U and V such that A ⊂ U and B ⊂ V , with U ∩ V = ∅.

Now consider Wa = Ra ∩ U for a ∈ Zn. Now note that Wa ⊂⊂ U . We now consider W = {Wa}a∈Zn ∪ V.

Then W satisfies the needed properties.

Proof. (Theorem 2.13) The open U is a C1-domain. So we may apply Lemma 2.18. Therefore, we find an open
cover W satisfying the properties in the result. Let I be a corresponding index set of W, assume without loss
of generality that I ⊆ N.

Let Vi = Wi ∩ U for i ∈ I.

Suppose that i ∈ I corresponds to Wi with Wi ∩∂U 6= ∅. Then there exists xi ∈ ∂U such that Wi = B(xi, ri/2)
for some ri > 0. Also we find γi : Rn−1 → R a C1-diffeomorphism such that γi(Wi ∩ ∂U) ⊂ Rn−1 × {0} and
γi(B(xi, ri) ∩ U) ⊆ Rn−1 × (0,∞).

Let {ζi}i∈I be a smooth partition of unity subordinate to the cover W.

We can define the shifted point
yεi := yi + λεen (yi ∈ Vi, ε > 0),

and observe that for some fixed sufficiently large number λ > 0 the ball B(xεi , ε) lies in U ∩ B(xεi , ri) for all
x ∈ V and small ε > 0. Now we define uεi (x) := ui(x

ε
i ) (xi ∈ Vi). This is the function u translated a distance

λε in the en direction. Next write vεi = ηε ∗ (ζiu
ε
i ). The idea is that we have moved up enough so that ”there

is room to mollify within U”. Clearly vεi ∈ C∞ext(Vi).

Claim 1. I’ll show that
vεi → ζiu in W k,p(Vi).

To confirm this, take α to be any multiindex with |α| ≤ k. Then

‖Dα(vεi − (ζiu))‖Lp(V ) ≤ ‖Dαvεi −Dα(ζiu
ε
i )‖Lp(V ) + ‖Dα(ζiu

ε
i )−Dα(ζiu)‖Lp(V ),

the first term converges, because ηε ∗Dα(ζiu
ε
i ) = Dα(ηε ∗ ui) as shown in the proof of Theorem 2.14 together

with Theorem 6.10(Mollifier). The second term can be written in a Leibniz Rule using Lemma 2.6,

‖Dα(ζiu
ε
i )−Dα(ζiu)‖Lp(V ) ≤

∑
β≤α

(
α

β

)
‖Dβζi‖Lp(U)‖Dα−β(uεi − u)‖Lp(V ),

which converges to zero. That is, translation is continuous in the Lp-norm.
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I conclude claim 1.

Fix δ > 0. If i ∈ I and Wi ∩ ∂U 6= ∅, then we can choose εi such that

‖vεii − ζiu‖Wk,p(Vi) ≤
δ

2i
. (3)

If Wi ∩ ∂U = ∅, then Wi ⊂⊂ U . Therefore, using Theorem (2.15), we can find εi > 0 and vεii such that

‖vεii − ζiu‖Wk,p(Vi) ≤
δ

2i
. (4)

Define v :=
∞∑
i=0

vεii . Then v ∈ C∞ext(U), because every point has a neighborhood on which only finitely many

terms in the sum are non-zero. This is a property of the partition of unity. In addition, we see that for each
|α| ≤ k

‖Dαvεi −Dαu‖Lp(U) ≤
N∑
i=0

‖Dαvεii −D
α(ζiu)‖Lp(Vi) ≤

N∑
i=0

‖vi − u‖Wk,p(Vi) ≤
∞∑
i=0

δ

2i
= δ

according to (3) and (4).

I conclude there exists a sequence (um)m∈N with um ∈ C∞ext(U).
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2.3 Extensions

This section is part of a toolbox we will be using to prove other theorems, especially in the section on Sobolev
inequalities. We will construct an operator that extends a function u ∈ W 1,p(U) to the whole of Rn, i.e. to
ũ ∈ W 1,p(Rn). However, the function u cannot be cut off as shown in Example 2.5, because it will lose its
weak differentiability. Therefore, we need to be careful ensuring the extended function still lies within a Sobolev
spaces, and preferably an operator that is bounded.

This theorem provides the operator.
Theorem 2.19. (Extension) Assume 1 ≤ p < ∞, U is a bounded C1-domain. Select a bounded open set
V ⊂ Rn such that U ⊂⊂ V . Then there exists a bounded linear operator

E : W 1,p(U)→W 1,p(Rn),

such that for each u ∈W 1,p(U), we have

Eu = u in U and supp(Eu)⊂ V .

We call Eu an extension of u to Rn, for E defined in the proof.

The original theorem is proven by Evans [Eva98, Theorem 1, Section 5.4].

Proof. Fix x0 ∈ ∂U and suppose first ∂U is flat near x0, lying in the plane {xn = 0}.

Then we may assume there exists an open ball B, with center x0 and radius r, such that{
B− := B ∩ {xn < 0} ⊂ Rn − U
B+ := B ∩ {xn ≥ 0} ⊂ Ū ,

because U is a C1−domain.

Temporarily suppose also u ∈ C∞ext(U). We define

ū(x) :=

{
u(x) if x ∈ B+

−3u(x1, . . . , xn−1,−xn) + 4u(x1, . . . , xn−1,−xn2 ) if x ∈ B−

This is called a higher-order reflection of u from B+ to B−.

Claim 1.
ū ∈ C1(B) (5)

To check this, let us write u− := ū|B− , u+ := ū|B+ . We demonstrate first

u−xn = u+
xn on {xn = 0}.

Therefore, we compute

u−xn(x) = 3uxn(x1, . . . , xn−1,−xn)− 2uxn(x1, . . . , xn−1,−
xn
2

)

and so

u−xn |{xn=0} = u+
xn |{xn=0} (6)

Since u+ = u− on {xn = 0}, we see as well that

u−xi |{xn=0} = u+
xi |{xn=0} (7)
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for i = 1, . . . , n− 1. But then (6) and (7) together imply

Dαu−|{xn=0} = Dαu+|{xn=0}

for each |α| ≤ 1, and so (5) follows

Claim 2. There exists C > 0, such that for all u ∈ C∞ext(U)

‖ū‖W 1,p(B) ≤ C‖u‖W 1,p(B+).

Let |α| = 1 and α 6= (0, . . . , 1), using Minkovski inequality,

‖Dαū‖Lp(B) =
(
‖Dαu‖pLp(B+) + ‖ − 3Dαu(x1, . . . ,−xn) + 4Dαu(x1, . . . ,−

xn
2

)‖pLp(B−)

)1/p

≤
(
‖Dαu‖pLp(B+) +

(
|3|‖u(x1, . . . ,−xn)‖Lp(B−) + |4|‖Dαu(x1, . . . ,−

xn
2

)‖Lp(B−)

)p)1/p

≤
(
‖Dαu‖pLp(B+) +

(
|3|‖Dαu(x1, . . . , xn)‖Lp(B+) + |4|‖Dαu(x1, . . . , xn)‖Lp(B+)

)p)1/p

≤
(
‖Dαu‖pLp(B+) +

(
|3|‖Dαu(x1, . . . , xn)‖Lp(B+) + |4|‖Dαu(x1, . . . , xn)‖Lp(B+)

)1/p)1/p

= (1 + 7p)1/p‖Dαu‖Lp(B+)

and if α = (0, . . . , 1)

‖Dαū‖Lp(B) =
(
‖Dαu‖pLp(B+) + ‖3Dαu(x1, . . . ,−xn)− 2Dαu(x1, . . . ,−

xn
2

)‖pLp(B−)

)1/p

≤
(
‖Dαu‖pLp(B+) +

(
|3|‖u(x1, . . . ,−xn)‖Lp(B−) + |2|‖Dαu(x1, . . . ,−

xn
2

)‖Lp(B−)

)p)1/p

≤
(
‖Dαu‖pLp(B+) +

(
|3|‖Dαu(x1, . . . , xn)‖Lp(B+) + |2|‖Dαu(x1, . . . , xn)‖Lp(B+)

)p)1/p

≤
(
‖Dαu‖pLp(B+) +

(
|3|‖Dαu(x1, . . . , xn)‖Lp(B+) + |2|‖Dαu(x1, . . . , xn)‖Lp(B+)

)p)1/p

= (1 + 5p)1/p‖u‖Lp(B+)

So
‖ū‖W 1,p(B) ≤ Cp‖u‖W 1,p(B+),

where Cp = (1 + 7p)1/p.

Let us next consider the situation that ∂U is not necessarily flat near x0. Then using that U is a C1−domain
together with the Appendix 6.4, we can find a C1 mapping Φ, with inverse Ψ, such that Φ ’straightens out ∂U
near x0’. Meaning there exists an open x0 ∈ V ⊆ Rn such that Φ : V → Φ(V ) and Ψ : Φ(V ) → V are C1

diffeomorphisms, with Φ(∂U ∩ V ) ⊆ {xn = 0}. Moreover, we have Φ(U ∩ V ) ⊆ {xn ≥ 0}.

We write y = Φ(x), x = Ψ(y), u′(y) := u(Ψ(y)). Choose a ball B inside the image of Φ with center x0. Then
we find ū′, which is the extension of u′ on B+ to the entire ball B. As shown before, this extension lies inside
W 1,p(B). Using the calculations in 1-4, we find

‖ū′‖W 1,p(B) ≤ Cp‖u′‖W 1,p(B+) (8)

for some constant Cp depending only on p.
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We continue by changing coordinates, i.e. composing with Ψ. And we define

ū := ū′ ◦ Φ.

Then we have ū ≡ u on Ψ(B) ∩ U .

Now we would like to use (8) to find a similar inequality for ū.

For |α| = 1 and α 6= (0, . . . , 1), let i ∈ {1, . . . , n− 1}, then

‖Dαū‖Lp(Ψ(B)) =

(∫
Ψ(B)

|Dαū|pdx

)1/p

=

(∫
u

|
n∑
i=1

(Diū′ ◦ Φ)DαΦi(x)|pdx

)1/p

≤

(∫
Ψ(B)

(

n∑
i=1

|Diū′ ◦ Φ|p)(
n∑
i=1

|DαΦi|p)dx

)1/p

≤ C1

(∫
Ψ(B)

(

n∑
i=1

|Diū′ ◦ Φ|p)dx

)1/p

≤ C2

(∫
B+

(

n∑
i=1

|Diu′|p)dx

)1/p

,

where C1 = ‖
n∑
i=1

|DαΦi|p‖L∞(Ψ(B)) and C2 = C1Cp‖ det(DΨ)‖L∞(B).

= C2

∫
Ψ(B+)

n∑
i=1

|
n∑
j=1

DjuDiΨj ◦ Φ)|p|det(DΦ)|dx

1/p

≤ C2

∫
Ψ(B+)

n∑
i=1

(

n∑
j=1

|Dju|p)(
n∑
j=1

|DiΨj |p ◦ Φ)|det(DΦ)|dx

1/p

≤ C3‖u‖W 1,p(B), (9)

where C3 = n2/pC2‖|DΨ ◦ Φ‖L∞(Ψ(B);Rn)‖det(DΦ)|‖1/pL∞(Ψ(B)).

Similarly, we find for α = (0, . . . , 1), that there exists C > 0, such that for all u ∈ C∞ext(U)

‖ū‖Lp(Ψ(B)) ≤ C‖u‖Lp(Ψ(B+)). (10)

Combining (9) and (10), we find C > 0, such that

‖ū‖W 1,p(Ψ(B)) ≤ C‖u‖W 1,p(Ψ(U)). (11)

for all u ∈ C∞ext(U).

I conclude claim 2.

Let W = Ψ(B).

Since ∂U is compact, there exist finitely many points, x0
i ∈ ∂U , open sets Wi,

and extensions ūi of u to Wi for i ∈ (1, . . . , N) for some N ∈ N, such that ∂U ⊂ ∪Ni=1Wi.

Take W0 ⊂⊂ U so that U ⊂ ∪Ni=0Wi, and let {ζi}Ni=0 be an
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associated partition of unity. Write ū :=
∑N
i=0 ζiūi, where ū0 = u.

Now can start estimating on the whole of Rn, we find

‖ū‖Lp(Rn) ≤
N∑
i=1

‖ζiūi‖Lp(Wi) ≤
N∑
i=1

‖ūi‖Lp(Wi) ≤ C
N∑
i=1

‖u‖Lp(U)

and for |α| = 1, we have C > 0, such that for all u ∈ C∞ext(U)

‖Dαū‖Lp(Rn) ≤
N∑
i=1

‖Dαζi‖L∞(Wi)‖ūi‖Lp(Wi) + ‖Dαūi‖Lp(Wi)

≤ C
N∑
i=1

‖u‖W 1,pU).

Combining the above inequalities, we obtain C > 0, such that for all C∞ext(U)

‖ū‖W 1,p(Rn) ≤ C‖u‖W 1,p(U) (12)

Furthermore we can arrange for the support of ū to lie within V ⊃⊃ U

We henceforth write Eu := ū and observe that the mapping u 7→ Eu is linear.

Recall that the construction so far assume u ∈ C∞ext(U). Suppose now 1 ≤ p < ∞, u ∈ W 1,p(U) and choose
um ∈ C∞ext(U) converging to u in W 1,p(U). Estimate (12) and the linearity of E imply

‖Eum − Eul‖W 1,p(Rn) ≤ C‖um − ul‖W 1,p(U)

Thus (Eum)m∈N is a Cauchy sequence and so converges to ū := Eu. This extension, which does not depend on
the particular choice of the approximating sequence (um)m∈N due to the continuity of E, satisfies the conclusion
of the theorem.
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2.4 Traces

In our original problem in question (1.1) we were interested in an admissible set A. This is a subset of a Sobolev
space, where the subset is defined using certain boundary conditions on the functions in this subset. This would
be a desirable admissible set, because partial differential equations are often also restricted to certain boundary
conditions. However, the Sobolev Spaces consist of classes of function, where the classes of functions are defined
up to a measure zero set. The boundary of an open in Rn is a measure zero set. Therefore, there is not a proper
way of defining the boundary value of a class in Lp(U). In order for us to resolve this difficulty we introduce
the trace operator. This operator will provide us a unique way of defining the boundary value of a class within
a Sobolev space, i.e. by using dense subsets of the Sobolev Spaces.

We will introduce the trace operator in the first theorem.
Theorem 2.20. (Trace) Assume U ⊂ Rn a bounded C1-domain (open). Then there exists a bounded linear
operator

T : W 1,p(U)→ Lp(∂U)

such that

Tu = u|∂U if u ∈W 1,p(U) ∩ Cext(U).
Remark 2.21. The original theorem is proven by Evans [Eva98, Theorem 1, Section 5.5].
Definition 2.22. If g ∈ Lp(U), we say u = g on ∂U in the trace sense if Tu = g.

The next theorem provides us information about the kernel of the trace operator T .
Theorem 2.23. (Zero Trace) Assume U a bounded C1−domain.

Suppose furthermore that u ∈W 1,p(U).

Then u ∈W 1,p
0 (U) if and only if Tu = 0 on ∂U .

Remark 2.24. The original theorem is proven by Evans [Eva98, Theorem 2, Section 5.5].

Proof. (Theorem 2.20 (Trace)) Assume first u ∈ C1
ext(U), x0 ∈ ∂U and ∂U is flat near x0, lying in the plane

{xn = 0}. Choose an open ball B as in the proof of Theorem 2.19 let B̂ denote the concentric ball with radius
r/2.

Select ζ ∈ C∞c (B), with ζ ≥ 0 in B, ζ ≡ 1 on B̂. Denote by Γ that portion of ∂U within B̂. Set x′ =
(x1, · · · , xn−1) ∈ Rn−1 = {xn = 0}.

Then∫
Γ
|u|pdx′ ≤

∫
{xn=0} ζ|u|

pdx′ = −
∫
B+(ζ|u|p)xndx fundamental theorem of calculus

= −
∫
B+

|u|pζxn + p|u|p−1(sign(u))uxnζdx (13)

≤
∫
B+ |u|p|ζxn |+ (p− 1)|u|p +

(|uxn ||ζ|)
p

p dx ≤ C
∫
B+ |u|p + |Du|pdx Young’s inequality (see Appendix 6.2.2)

where C = p+ ‖ζxn‖L∞(U).

If x0 ∈ ∂U , but ∂U is not flat near x0, then we can use that U is a C1−domain. Therefore, we find a C1-
diffeomorphism Φ that brings us to the situation above (see Appendix 6.1 Calculus). Applying estimate (13)
and changing variables, we obtain the bound∫

Γ
|u|pdS(y) =

∫
Φ−1(Γ)

|u|p ◦ Φ|det(DΦ)|dx′

≤ ‖det(DΦ)‖∞
∫
{xn=0} |u|

p ◦ Φdx′

≤ C‖ det(DΦ)‖∞
∫

Φ−1(B+)
|u|p ◦ Φ + |Du ◦ ΦDΦ|pdx

≤ C ′‖ det(DΦ)‖∞‖ det(DΦ)−1|‖∞‖DΦ−1‖p∞
∫
B+ |u|p + |Du|pdy,
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where Γ is some open subset of ∂U containing x0 and C,C ′ constants for arbitrary u ∈ C1
ext(U).

Since ∂U is compact, there exist finitely many points x0
i and open subsets Γi ⊂ ∂U for i ∈ (1, · · · , N) such that

∂U = ∪Ni=1Γi and N ∈ N.

and
‖u‖Lp(Γi) ≤ C‖u‖W 1,p(U) (i = 1, · · · , N).

Consequently, if we write
Tu := u|∂U , (14)

then
‖Tu‖Lp(∂U) ≤ C‖u‖W 1,p(U)

where C is a constant for arbitrary u ∈ C1
ext(U).

Inequality (14) holds for u ∈ C1
ext(U). Assume now u ∈ W 1,p(U). Then there exist functions um ∈ C∞ext(U)

converging to u in W 1,p(U). According to (14) we have

‖Tum − Tul‖Lp(∂U) ≤ C‖um − ul‖W 1,p(U) (15)

such that (Tum)m∈N is Cauchy in Lp(∂U). Since Lp(∂U) is a Banach space. We define

Tu = lim
n→∞

Tum

the limit taken in Lp(∂U). Using (15), we find that this definition does not depend on the particular choice of
the sequence. That is, let ū, ū′ both be Tu for sequences um and u′n respectively then,

‖ū− ū′‖Lp(∂U) = lim
n→∞

lim
m→∞

‖T (um − u′n)‖Lp(∂U)

= lim
n→∞

‖T (un)− T (u′n)‖Lp(∂U) ≤ lim
n→∞

C‖un − u′n‖W 1,p(U) = 0,

where the second equality follows from the linearity of the limit.

Finally if u ∈ W 1,p(U) ∩ Cext(U), then the functions um ∈ C∞ext(U) constructed in the proof of Theorem 2.13

converge uniformly to u on Ū . The sequence is the following vn :=
N∑
i=1

ζi(ηεin ∗ uεin ).

Then we can find the estimate

‖vn − u‖L∞(∂U) ≤
N∑
i=1

‖ζi‖L∞(B+
i )

(
‖ηεin ∗ uεin − uεni ‖L∞(B+

i ) + ‖uεin − u‖L∞(B+
i )

)
,

both terms converges to zero. That is, the left term converges, because of a Lemma 6.10(Mollifier) in the
Appendix 6.4. The second term converges, because translation is continuous with respect to the L∞ norm for
a continuous function. Since we can estimate any p−norm with p <∞ by the ∞-norm.

Hence Tu = u|∂U .

Proof. (Theorem 2.23)

Suppose first u ∈W 1,p
0 (U). Then, by definition, there exist functions um ∈ C∞c (U) such that

um → u in W 1,p(U).

As Tum = 0 on ∂U for m ∈ N and T : W 1,p(U)→ Lp(∂U) is a bounded linear operator, we deduce Tu = 0 on
∂U .
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Now we will prove the reverse statement. Let x0 ∈ ∂U and assume that ∂U is flat near x0. Let B be a square
with center x0 intersecting the boundary of U halfway through in the xn direction, and U ∩ B ⊂ B+. And
∂U ∩B ⊂ Rn−1 × {0}. Define Be := ∂U ∩B.

We have the following properties {
u ∈W 1,p(B+)
Tu = 0 on Be.

Then since Tu = 0 on Be, there exist functions um ∈ C∞ext(B
+) such that

um → u in W 1,p(B+) (16)

and
Tum = um|Be → 0 in Lp(Be). (17)

Now if (x′, 0) ∈ Be, xn ≥ 0, we have

|um(x′, xn)| ≤ |um(x′, 0)|+
∫ xn

0

∣∣∣∣∂um∂xn
(x′, t)

∣∣∣∣ dt.
Now we’ll use the following estimate.

Let a, b ≥ 0, then (a+ b)p ≤ 2p max(a, b)p ≤ 2p(max(a, b)p + min(a, b)p) = 2p(ap + bp).

We find that,

|um(x′, xn)|p ≤ 2p

|um(x′, 0)|p +

 xn∫
0

|∂um
∂xn

(x′, t)|dt

p
Now we examine the RHS using Hölder, we find

 xn∫
0

|∂um
∂xn

(x′, t)|dt

p

=

∥∥∥∥1[0,xn]

(
1[0,xn]

∂um
∂xn

(x′, t)

)∥∥∥∥p
1

≤
∥∥1[0,xn]

∥∥p
p/(p−1)

∥∥∥∥1[0,xn]
∂um
∂xn

(x′, t)|
∥∥∥∥p
p

So

 xn∫
0

|∂um
∂xn

(x′, t)|dt

p

≤ xp−1
n

xn∫
0

|Dum(x′, t)|pdt.

Thus ∫
Be

|um(x′, xn)|pdx′ ≤ 2p
(∫

Be

|um(x′, 0)|pdx′ + xp−1
n

∫ xn

0

∫
Be

|Dum(x′, t)|pdx′dt
)
.

Let m→∞ and recalling (16), (17), we deduce∫
Be

|u(x′, xn)|pdx′ ≤ Cxp−1
n

∫ xn

0

∫
Be

|Du|pdx′dt (18)

for a.e. xn > 0.

Next let ζ ∈ C∞(R+) satisfy

ζ ≡ 1 on [0, 1], ζ ≡ 0 on R+ − [0, 2], 0 ≤ ζ ≤ 1

and write
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{
ζm(x) := ζ(mxn) (x ∈ Rn+)
wm := u(x)(1− ζm).

Then {
∂wm
∂xn

= uxn(1− ζm)−muζ ′
Dx′wm = Dx′u(1− ζm).

Consequently, we have∫
B+

|Dwn −Du|pdx ≤ C
∫
B+

|ζm|p|Du|pdx+ Cmp

∫ 2/m

0

∫
Be

|u|pdx′dt

=: A+B.

Now A→ 0 as m→∞, since ζm 6= 0 only if 0 ≤ xn ≤ 2/m. To estimate the term B, we utilize inequality (32)

B ≤ Cmp

(∫ 2/m

0

tp−1dt

)(∫ 2/m

0

∫
Be

|Du|pdx′dxn
)

≤ C
∫ 2/m

0

∫
Be

|Du|pdx′dxn → 0 as m→∞.

Applying the above inequalities, we deduce Dwm → Du in Lp(B+). Since clearly wm → u in Lp(B+), we
conclude

wm → u in W 1,p(B+).

But wm = 0 if 0 < xn < 1/m. We can therefore mollify the wm to produce functions um ∈ C∞ext(B
+) such that

um → u in W 1,p(B+). And um = 0 for 0 < xn < 1/(2m).

Now suppose that ∂U is not flat near x0. Since U is a C1-domain we find a C1 diffeomorphism flattening out
∂U near x0.

We may assume that the domain of Φ is a square positioning x0 as before.

In this case we find that

um → u ◦ Φ in W 1,p(B+)

by Lemma 2.6 and
Tum = um|B+ → 0 in Lp(Be).

Therefore we find that u ◦ Φ can be approximated by a function um for which vm = 0 for 0 < 1/(2m).

Now go back using Φ−1 and find that

u ∈W 1,p(Φ(B+)).

Since ∂U is compact we find finitely many points xi ∈ ∂U with corresponding opens covering the boundary.

Choose some open V ⊂⊂ U such that the total collection of opens cover U .

We find a corresponding partition {ηi}Ni=1 of unity subordinate to this cover for some N ∈ N.

Now considering the functions um =
N∑
i=1

ηiu
i
m ∈ C∞c (U), where um = vm ◦ Φ−1.

We find, for m→∞, that
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N∑
i=1

‖Dα(um − u)‖Lp(U) ≤
N∑
i=1

‖Dαηi‖L∞(Vi)‖u
i
m − u‖Lp(Vi) + ‖ηi‖L∞(Vi)‖D

αuim −Dαu‖Lp(Vi) → 0

and

‖um − u‖Lp(U) ≤
N∑
i=1

‖ηi‖L∞(U)‖uim − u‖Lp(U) → 0.

I conclude u ∈W 1,p
0 (U).
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3 Sobolev Embeddings

3.1 Sobolev Inequalities

Suppose u ∈ W k,p(U). Then u ∈ F for some function space F? The answer is yes. There are three classes of
inequalities that arise from the numbers k, n ∈ N and 1 ≤ p <∞. Namely,

k < n/p,
k = n/p
k > n/p.

In the first case where k < n/p, we will find W k,p(U) can be embedded into a range of Lp spaces. The last
case for k > n/p, we will find that u belongs to a subspace of the continuous functions, denoted Cs,γ(U), where
s ∈ N and 0 < γ ≤ 1. We will not provide a space for the case k = n/p.

The main theorem of this section is the general Sobolev inequalities theorem below.
Theorem 3.1. (General Sobolev Inequalities) Let U ⊂ Rn be a bounded C1−domain (open).

(i) If

k <
n

p
, (19)

then there exists constant C such that for all u ∈W k,p(U). We have u ∈ Lr(U), where

1

r
=

1

p
− k

n
.

We have in addition the estimate

‖u‖Lr(U) ≤ C‖u‖Wk,p(U). (20)

(ii) If

k >
n

p
, (21)

then there exists constant C such that for all u ∈W k,p(U). We have u ∈ Ck−b
n
p c−1,γ(U),

where

γ =

{ ⌊
n
p

⌋
+ 1− n

p , if n
p is not an integer

any positive number < 1 if n
p is an integer.

We have in addition the estimate

‖u‖
C
k−bnp c−1,γ

(U)
≤ C‖u‖Wk,p(U).

The original theorem is proven by Evans [Eva98, Theorem 6, Section 5.6.3].

For the last time we will introduce a new type of Banach space, namely the Hölder Space.

Let U ⊂ Rn be open k ∈ N and 0 < γ ≤ 1.
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Definition 3.2. (Hölder Semi-Norm) If u : U → R is bounded and continuous, we write

‖u‖C(U) := sup
x∈U
|u(x)|.

The γth Hölder semi-norm of u : U → R is

[u]C0,γ(U) := sup
x,y∈U∧x 6=y

{
|u(x)− u(y)|
|x− y|γ

}

and the γth−Hölder norm is
‖u‖C0,γ(U) := [u]C0,γ(U) + ‖u‖C(U).

Definition 3.3. (Hölder spaces)

Let Ck,γ(U) consists of all functions u ∈ Ckext(U) for which the norm

‖u‖Ck,γ(U) :=
∑
|α|≤k

‖Dαu‖C0,γ(U)

is finite.

We call Ck,γ(U) a Hölder space.
Theorem 3.4. The Hölder space Ck,γ(U) is a Banach space.

Proof. Claim 1. The mapping ‖ · ‖Ck,γ(U) is a norm.

We will prove this by showing [·]C0,γ(U) is a semi-norm.

Let u, v ∈ C0,γ(U) and 0 < γ ≤ 1.

Clearly [λu]C0,γ(U) = λ[u]C0,γ(U)

And we have a triangular inequality, since

[u+ v]C0,γ(U) = sup
x,y∈U∧x 6=y

{
|u(x)− u(y) + v(x)− v(y)|

|x− y|γ

}

≤ sup
x,y∈U∧x 6=y

{
|u(x)− u(y)|+ |v(x)− v(y)|

|x− y|γ

}

≤ sup
x,y∈U∧x6=y

{
|u(x)− u(y)|
|x− y|γ

}
+ sup
x,y∈U∧x 6=y

{
|v(x)− v(y)|
|x− y|γ

}
= [u]C0,γ(U) + [v]C0,γ(U).

So we find [·]C0,γ(U) is a semi-norm. Generalizing to the Hölder spaces Ck,γ(U) is trivial.

Lastly, if [u]C0,γ(U = 0, then clearly u ≡ 0.

I conclude that ‖ · ‖Ck,γ(U) is in fact a norm.

Now we’ll continue by proving the completeness of Ck,γ(U).

Let (um)m∈N be a Cauchy sequence in Ck,γ(U). This implies that (um)m∈N is a Cauchy sequence with respect
to the norm ‖ · ‖Ck(U).

Therefore, we find an element u ∈ Ck(U) such that um → u in Ck(U)

Show that ‖u‖Ck,γ(U) <∞. Suppose ‖u‖Ck,γ(U) =∞, then there exist a multi-index α, two sequences (xn)n∈N,

(yn)n∈N such that xn 6= yn and the sequence |D
αu(xn)−Dαu(yn)|
|xn−yn|γ diverges as n→∞.
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The limit limm→∞
|Dαum(xn)−Dαum(yn)|

|xn−yn|γ = |Dαu(xn)−Dαu(yn)|
|xn−yn|γ , because uniform convergence implies pointwise

convergence.

Since (Dαum)m∈N is a Cauchy sequence ([Dαum]C0,γ(U))m∈N is a Cauchy sequence in R. Since R is complete
this implies limm→∞[Dαum]C0,γ(U) exists and lies in R.

Now we consider the following inequality

|Dαum(xn)−Dαum(yn)|
|xn − yn|γ

≤ [Dαum]C0,γ(U).

Now taking the limit m→∞. We find the following,

|Dαu(xn)−Dαu(yn)|
|xn − yn|γ

≤ lim
m→∞

[Dαum]C0,γ(U) <∞,

i.e. the sequence is bounded.

However, this sequence was said to diverge. I conclude that ‖u‖Ck,γ(U) <∞.

Now we show um → u in Ck,γ(U).

We have the following inequality, for x, y ∈ U and x 6= y.

|Dαu(x)−Dαun(x)− (Dαu(y)−Dαun(y))|
|x− y|γ

= lim
m→∞

|Dαum(x)−Dαun(x)− (Dαum(y)−Dαun(y))|
|x− y|γ

≤ lim
m→∞

[um − un]Ck,γ(U) ≤ lim sup
m→∞

[um − un]Ck,γ(U)

Now we consider the supremum over all x, y ∈ U with x 6= y.

[Dαu−Dαun]C0,γ(U) ≤ lim sup
m→∞

[um − un]C0,γ(U) → 0 as n→∞

To understand why the above sequence converges to zero we will consider a double sequence in R

Let (an,m)n,m∈N be a double sequence in R such that

{ ∀ε > 0, ∃n0 ∈ N such that ∀n,m > n0 we have an,m < ε
am+1,n ≤ am,n, ∀n,m ∈ N
am,n ≥ 0, ∀n,m ∈ N

The double sequence supk≥m[uk − un] suffices these properties.

Now we’ll prove that limn→∞ limm→∞ am,n = 0.

First of all let ε > 0. The sequence am,n of the variable m is decreasing and bounded from below. Therefore, it
has a limit. Denote a∞,n as the limit. Then we find that a∞,n ≤ am,n for all m ∈ N. Hence also a∞,n ≤ an,n.
Now choose n0 ∈ N such that am,n < ε for all n,m ∈ N. Therefore also an,n ≤ ε. Since ε was arbitrary and
an,m ≥ 0. I conclude lim

n→∞
lim
m→∞

an,m = 0.

I conclude that the sequence um converges to u in Ck,γ(U).

We have thus proven that (Ck,γ(U), ‖ · ‖Ck,γ(U)) is a Banach space.
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For now assume 1 ≤ p < n.

Let u ∈ C∞c (U).

Suppose that there exist 1 ≤ r, p <∞ and C > 0 such that

‖u‖Lr(Rn) ≤ C‖Du‖Lp(Rn).

We will first show that the relation between r and p must be very specific.

Consider the scaled function, uλ(x) := u(λx), with uλ ∈ C∞c (Rn) for λ ∈ R.

And we compute,

‖uλ‖rLr(Rn) =

∫
Rn
|uλ|rdx =

∫
Rn
|u(λx)|rdx =

1

λn

∫
Rn
|u(y)|rdy

and

‖Duλ‖pLp(Rn) = λp
∫
Rn
|Duλ|pdx = λp

∫
Rn
|Du(λx)|pdx =

λp

λn

∫
Rn
|Du(y)|pdy.

So we have

1

λn/r
‖u‖Lp(Rn ≤ C

λ

λn/p
‖Du‖Lp(Rn),

and so

‖u‖Lp(Rn) ≤ Cλ1−np+n
r ‖Du‖Lp(Rn).

Subsequently, if we have 1 − n
p + n

r 6= 0, we would reach a contradiction by sending λ to 0 or ∞. Hence, we
have as a necessary condition 1− n

p + n
r = 0. For that reason, we have the following definition.

Definition 3.5. (Sobolev Conjugate)

If 1 ≤ p < n, the Sobolev conjugate of p is

p∗ =
np

n− p
.

We will go on proving that this inequality holds.
Theorem 3.6. (Garliardo-Nirenberg-Sobolev Inequality) Assume 1 ≤ p < n. Then there exists a constant C
such that

‖u‖Lp∗ (Rn) ≤ C‖Du‖Lp(Rn) (22)

for all u ∈ C1
c (Rn).

The original theorem is proven by Evans [Eva98, Theorem 1, Section 5.6.1].

Proof. First assume p = 1.

Since u has compact support, for each i = 1, . . . , n and x ∈ Rn we have

u(x) =

∫ xi

−∞
uxi(x1, . . . , xi1 , yi, xi+1, . . . , xn)dy
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and so

|u(x)| ≤
∫ ∞
−∞
|Du(x1, . . . , yi, . . . , xn)|dyi,

for i ∈ {1, . . . , n}.

Consequently

|u(x)|
n
n−1 ≤

n∏
i=1

(∫ ∞
−∞
|Du(x1, . . . , yi, . . . , xn)|dyi

) 1
n−1

.

Integrate this inequality with respect to x1∫ ∞
−∞
|u|

n
n−1 dx1 ≤

∫ ∞
−∞

n∏
i=1

(∫ ∞
−∞
|Du|dyi

) 1
n−1

dx1 (23)

(∫ ∞
−∞
|Du|dy1

) 1
n−1 ∫ ∞

−∞

n∏
i=2

(∫ ∞
−∞
|Du|dyi

) 1
n−1

dx1 (24)

≤

(∫ ∞
−∞
|Du|dy1

) 1
n−1
(

n∏
i=2

∫ ∞
−∞

∫ ∞
−∞
|Du|dx1dyi

) 1
n−1

. (25)

the last inequality resulting from the general Hölder inequality.

Now integrate (25) with respect to x2 ∫ ∞
−∞

∫ ∞
−∞
|u|

n
n−1 dx1dx2

≤

(∫ ∞
−∞

∫ ∞
−∞
|Du|dx1dy2

) 1
n−1 ∫ ∞

−∞

n∏
i=1∧i6=2

I
1

n−1

i dx2

for

I1 :=

∫ ∞
−∞
|Du|dy1

Ii :=

∫ ∞
−∞

∫ ∞
−∞
|Du|dx1dyi

with i = 3, . . . , n.

Applying once more the extended Hölder inequality, we find

∫ ∞
−∞

∫ ∞
−∞
|u|

n
n−1 dx1dx2

≤
(∫ ∞
−∞

∫ ∞
−∞
|Du|dx1dy2

) 1
n−1
(∫ ∞
−∞

∫ ∞
−∞
|Du|dy1dx2

) 1
n−1

n∏
i=3

(∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞
|Du|dx1dx2dyi

) 1
n−1

.
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We continue by integrating with respect to x3, . . . , xn and find

∫
Rn
|u|

n
n−1 dx ≤

n∏
i=1

(∫ ∞
−∞
· · ·
∫ ∞
−∞
|Du|dx1 . . . dyi . . . dxn

) 1
n−1

. (26)

This is estimate (22) for p = 1.

Consider now the case that 1 < p < n. We apply estimate (26) to v = uγ , where 0 < γ is to be selected. Then

(∫
Rn
|u|

γn
n−1 dx

)n−1
n

≤
∫
Rn

∣∣D|u|γ∣∣dx = γ

∫
Rn
|u|γ−1|Du|dx (27)

≤ γ

(∫
Rn
|u|(γ−1) p

p−1 dx

) p−1
p
(∫

Rn
|Du|pdx

) 1
p

(28)

We choose γ so that γn
n−1 = (γ − 1) p

p−1 . That is, we set

γ :=
p(n− p)
n− p

> 1

in which case γn
n−1 = (γ − 1) p

p−1 = np
n−p = p∗. Thus using the Sobolev conjugate of p, we find that

(∫
Rn
|u|p

∗
dx

) 1
p∗

≤ C
(∫

Rn
|Du|pdx

) 1
p

.

Theorem 3.7. (W 1,p Estimate, 1 ≤ p < n) Let U be a bounded C1-domain (open). Assume 1 ≤ p < n. Then
there exists C > 0 such that for all u ∈W 1,p(U) we have u ∈ Lp∗(U) with the estimate

‖u‖Lp∗ (U) ≤ C‖u‖W 1,p(U). (29)

The original theorem is proven by Evans [Eva98, Theorem 2, Section 5.6.1].

Proof. Since U is a C1-domain, there exists, according to Theorem 2.19(Extension), an extension Eu = ū ∈
W 1,p(Rn) such that {

ū = u in U , ū has compact support
‖ū‖W 1,p(Rn) ≤ C‖u‖W 1,p(U).

Because ū has compact support, we know from Theorem 2.15(Local Approximation) that there exists functions
vm ∈ C∞c (Rn)(m = 2, . . .) such that

um → ū in W 1,p(Rn). (30)

Now according to Theorem 3.6(GNS-Inequality), ‖um − ul‖Lp∗ (Rn) ≤ C‖Dum − Dul‖Lp(Rn) for all l,m ≥ 1.

Thus, using the completeness of Lp
∗
(Rn) we find

um → ū in Lp
∗
(Rn) (31)
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as well. Since Theorem 3.6(GNS-Inequality) also implies ‖um‖Lp∗ (Rn) ≤ C‖Dum‖Lp(Rn:Rn). Assertion (30) and
(31) yield the bound

‖ū‖Lp∗ (Rn) ≤ C‖Dū‖Lp(Rn).

Using the above inequality and the boundedness of the extension operator we find constants C1 and C2, such
that

‖u‖Lp∗ (U) = ‖ū‖Lp∗ (U) ≤ ‖ū‖Lp∗ (Rn) ≤ C1‖Dū‖Lp(Rn) ≤ C1‖ū‖W 1,p(Rn) ≤ C2‖u‖W 1,p(U).

The following theorem concerns estimates for W 1,p
0 with 1 ≤ p < n.

Theorem 3.8. (Poincare) Assume U is a bounded, open subset of Rn. Suppose 1 ≤ p < n. Then there exists
C > 0 such that for all u ∈W 1,p

0 (U) the estimate

‖u‖Lq(U) ≤ C‖Du‖Lp(U)

for each q ∈ [1, p∗].

The original theorem is proven by Evans [Eva98, Theorem 3, Section 5.6.1].
Remark 3.9. The above inequality is often called the Poincare inequality. It also implies the equivalence of
the norms ‖ · ‖W 1,p(U) and ‖D · ‖Lp(U) on W 1,p

0 (U) in the case that U is a bounded.

Proof. Since u ∈ W 1,p
0 (U), there exists a sequence um ∈ C∞c (U) (m = 1, . . .) converging to u in W 1,p(U). We

extend each functions um to be 0 on Rn − Ū and apply Theorem 3.6(GNS-Inequality) to discover

‖u‖Lp∗ (U) ≤ C‖Du‖Lp(U). (32)

.

Since |U | <∞, we can apply a general inequality of Lp spaces for 1 ≤ q ≤ p∗

‖u‖Lq(U) ≤ C‖u‖Lp∗ (U). (33)

Therefore, combining the inequalities (32) and (33),

‖u‖Lq(U) ≤ C‖Du‖Lp∗ (U)

The following theorem is conjugate to Theorem 3.7(W 1,p Estimate, 1 ≤ p < n).
Theorem 3.10. (Morrey Inequality) Assume n < p <∞. Then there exists a constant C such that

‖u‖C0,γ(Rn) ≤ C‖u‖W 1,p(Rn)

for all u ∈ C1(Rn) ∩W 1,p(Rn) where
γ := 1− n/p.

The original theorem is proven by Evans [Eva98, Theorem 4, Section 5.6.2].
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Proof. We claim there exists a constant C such that

−
∫
B(x,r)

|u(y)− u(x)|dy ≤ C
∫
B(x,r)

|Du(y)|
|y − x|n−1

dy (34)

for each ball B(x, r) ⊂ Rn, where the dashed integral is defined in Appendix 6.1.6.

To prove this, fix any point w ∈ ∂B(0, 1). If 0 < s < r, then

|u(x+ sw)− u(x)| ≤
∣∣∣∣∫ s

0

d

dt
u(x+ tw)dt

∣∣∣∣
=

∣∣∣∣∫ s

0

Du(x+ tw) · wdt
∣∣∣∣

≤
∫ s

0

|Du(x+ tw)|dt.

Therefore, we have

∫
∂B(0,1)

|u(x+ sw)− u(x)|dS(w) ≤
s∫

0

∫
∂B(0,1)

|Du(x+ tw)|dS(w)dt.

Now

s∫
0

∫
∂B(0,1)

|Du(x+ tw)|dS(w)dt =

s∫
0

∫
∂B(x,t)

|Du(y)|
tn−1

dS(y)dt

=

∫
B(x,s)

|Du(y)|
|x− y|n−1

dy (35)

≤
∫
B(x,r)

|Du(y)|
|x− y|n−1

dy,

where we put y = x+ tw and t = |x− y|. Furthermore∫
∂B(0,1)

|u(x+ sw)− u(x)|dS(w) =
1

sn−1

∫
∂B(x,s)

|u(z)− u(x)|dS(z) (36)

for z = x+ sw. Using the preceding two calculations in (35) and (36), we obtain the estimate∫
∂B(x,s)

|u(z)− u(x)|dS(z) ≤ sn−1

∫
B(x,r)

|Du(y)|
|x− y|n−1

dy.

Now integrate with respect to s from 0 to r

∫
B(x,r)

|u(y)− u(x)|dy ≤ rn

n

∫
B(x,r)

Du(y)|
|x− y|n−1

dy. (37)

This implies (34).

Now fix x ∈ Rn. We apply the inequality (34) as followed
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|u(x)| ≤ −
∫
B(x,1)

|u(x)− u(y)|dy +−
∫
B(x,1)

|u(y)|dy

≤ C−
∫
B(x,1)

|Du(y)|
|x− y|n−1

dy + C‖u‖Lp(B(x,1))

≤ C
(∫

Rn
|Du|pdy

)1/p(∫
B(x,1)

1

|x− y|(n−1) p
p−1

dy
)(p−1)/p

+ C‖u‖Lp(Rn)

≤ B‖Du‖Lp(Rn) +B‖u‖Lp(Rn).

for some B,C > 0.

The last estimate holds since p > n implies (n− 1) p
p−1 < n, so that

∫
B(x,1)

dy
1

|x− y|(n−1) p
p−1

<∞.

Since x was arbitray we find that
sup
x∈Rn

|u(x)| ≤ B‖u‖W 1,p(Rn). (38)

Next, we choose two points x, y ∈ Rn and write r := |x− y|. Let W := B(x, r) ∩B(y, r). Then

|u(x)− u(y)| ≤ −
∫
W

|u(x)− u(z)|dz +−
∫
W

|u(y)− u(z)|dz (39)

But inequality (34) allows us to estimate

−
∫
W

|u(x)− u(y)|dz ≤ C−
∫
B(x,r)

|u(x)− u(z)|dz

≤ C
(∫

B(x,r)

|Du|pdz
) 1
p
(∫

B(x,r)

dz

|x− z|(n−1)(p/(p−1))

) p−1
p

C(rn−(n−1) p
p−1 )

p−1
p ‖Du‖Lp(Rn)

= Cr1−np ‖Du‖Lp(Rn) (40)

Likewise

−
∫
W

|u(y)− u(z)|dz ≤ Cr1−np ‖Du‖Lp(Rn)

Our substituting this estimate and (39) into (40) yields

|u(x)− u(y)| ≤ Cr1−np ‖Du‖Lp(Rn) = C|x− y|1−
n
p ‖Du‖Lp(Rn)

Thus

[u]C0,1−n/p(Rn) = sup
x,y∈U∧x 6=y

{
|u(x)− u(y)|
|x− y|1−n/p

}
≤ C‖Du‖Lp(Rn). (41)

Combining estimates (38) and (41) I conclude there exists C > 0 such that for all u ∈ C1(Rn) ∩W 1,p(Rn)

‖u‖C0,γ(Rn) ≤ C‖u‖W 1,p(Rn).
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Definition We say u∗ is a version of a given function u provided

u = u∗ a.e.

Theorem 3.11. (Estimates for W 1,p, n < p < ∞). Let U ⊂ Rn be a bounded C1-domain (open). Assume
n < p < ∞. Then there exists a constant C such that for all u ∈ W 1,p(U), u has a version u∗ ∈ C0,γ(U), for
γ = 1− n

p , with the estimate

‖u∗‖C0,γ(U) ≤ C‖u‖W 1,p(U).

The original theorem is proven by Evans [Eva98, Theorem 5, Section 5.6.2].

Proof. Since U is a C1-domain, there exists according to Theorem (2.19) an extension Eu = ū ∈W 1,p(Rn) such
that { ū = u on U .

ū has compact support, and
‖ū‖W 1,p(Rn) ≤ C‖u‖W 1,p(U).

Assume first n < p < ∞. Since ū has compact support, we obtain from Theorem 2.15(Local Approximation)
the existence of functions um ∈ C∞c (Rn) such that

um → ū in W 1,p(Rn). (42)

Now according to Theorem 3.10. ‖um − ul‖C0,1−n/p(Rn) ≤ C‖um − ul‖W 1,p(Rn) for all l,m ≥ 1,

whence there exists a function u∗ ∈ C0,1−n/p(Rn) such that

um → u∗ in C0,1−n/p(Rn) (43)

Owing to (42) and (43), we see that u∗ = u a.e. on U , so that u∗ is a version of u. Since Theorem 3.10 also
implies ‖um‖C0,1−n/p(Rn) ≤ C‖um‖W 1,p(Rn), assertions (42) and (43) yield

‖u∗‖C0,1−n/p(Rn) ≤ C‖ū‖W 1,p(Rn).

The above inequality and the estimate for the extension combined complete the proof for n < p <∞

Proof. (Theorem 3.1) Assume k < n/p. Since Dαu ∈ Lp(U) for all |α| ≤ k, then applying inequality (29) from
Theorem 3.7(W 1,p Estimate, 1 ≤ p < n) we find

‖Dβu‖Lp∗ (U) ≤ C‖u‖Wk,p(U) if |β| ≤ k − 1,

and so u ∈ W k−1,p∗(U). Similarly, we find u ∈ W k−2,p∗∗(U), where 1
p∗∗ = 1

p∗ −
1
n = p − 2

n . Continuing, we

eventually discover after k steps that u ∈ W 0,q(U) = Lq(U), for 1
q = 1

p −
k
n . The estimate (20) follows from a

trivial inductive argument using the above estimate.

Assume now that k > n/p holds and n
p is not an integer. Then as above we see

u ∈W k−l,r(U), (44)
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for

1

r
=

1

p
− l

n
(45)

provided lp < n. We choose the integer l so that

l <
n

p
< l + 1 (46)

that is, we set l =
⌊
n
p

⌋
. Consequently, (45) and (46) imply r = pn

n−pl > n. Hence (44) and Morrey’s inequality

from Theorem 3.10 imply that Dαu ∈ C0,1−nr (U) for all |α| ≤ k − l − 1.

Observe also that 1− n
r = 1− n

p + l =
⌊
n
p

⌋
+ 1− n

p .

Thus u ∈ Ck−b
n
p c−1,bnp c+1−np (U), and the stated estimate follows easily.

Finally, suppose k > n/p with n
p an integer.

Set l =
⌊
n
p

⌋
− 1 = n

p − 1.

Consequently, we have as above u ∈ W k−l,r(U) for r = pn
n−pl = n. Hence inequality (29) shows Dαu ∈ Lq(U)

for all n ≤ q <∞ and all |α| ≤ k − l − 1 = k −
⌊
n
p

⌋
.

Therefore, Morrey’s inequality further implies Dαu ∈ C0,1−nq (U) for all n < q <∞ and all |α| ≤ k −
⌊
n
p

⌋
− 1.

Consequently u ∈ Ck−b
n
p c−1.γ(U) for each 0 < γ < 1. As before, the stated estimate follows as well.
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3.2 Rellich-Kondrachov Compactness

In the last section we examined the embeddings of Sobolev spaces into other spaces. In this section, we will be
interested in a certain type of embeddings.
Definition 3.12. Let X and Y be Banach spaces, X ⊂ Y . We say that X is compactly embedded in Y , we
write

X ⊂⊂⊂ Y,

provided.

(i) ‖u‖Y ≤ C‖u‖X (u ∈ X) for some constant C
and
(ii) each bounded sequence in X has a subsequence that converges in Y .

The next example is an application of the above definition.
Example 3.13. Let X = W 1,1(U) and Y = L1(U), where U = (0, π)× (0, 1).

Let un : U → R and un(x, y) = sin(nx)
n for n ∈ N. Then we have

‖u‖W 1,1(U) =
2

n
+ 2 <∞.

In the next theorem we will prove that
X ⊂⊂⊂ Y.

Therefore, we find that there exists a subsequence (unk)k∈N converging to u ∈ Y , namely u = 0.

However, umk does not converge to u in X, because of the rapid oscillations as shown in the plot below.

We assume for this section that U is a bounded C1-domain (open).
Theorem 3.14. (Rellich-Kondrachov Compactness)Suppose 1 ≤ p < n. Then

W 1,p(U) ⊂⊂⊂ Lq(U),

for each 1 ≤ q < p∗.

The original theorem is proven by Evans [Eva98, Theorem 1, Section 5.7].

We also have a conjugate theorem.
Theorem 3.15. (Conjugate Compactness) Suppose n < p <∞. Then

W 1,p(U) ⊂⊂⊂ Lp(U).
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Proof. (Theorem 3.14)

Fix 1 ≤ q < p∗. Since U is bounded Theorem 29(W 1,p Estimate, 1 ≤ p < n) implies{
W 1,p(U) ⊂ Lq(U)
‖u‖Lq(U) ≤ C‖u‖W 1,p(U).

It remains therefore to show that if (um)m∈N is a bounded sequence in W 1,q(U), there exists a subsequence
(umj )j∈N which converges in Lq(U).

In view of the Theorem 2.19(Extension) we may, with no loss of generality, assume that U = Rn and the
functions (um)m∈N all have compact support in some open set V ⊂ Rn. We also may assume

sup
m
‖um‖W 1,q(V̄ ) <∞. (47)

That is, if we prove the claim for the extended sequence (ūm)m∈N, then we find a subsequence (ūmj )j∈N such
that ūmj → ū in Lq(Rn). And we can use the estimate, ‖umj − ū|U‖Lq(U) ≤ ‖ūmj − ū‖Lq(V ) to prove umj
converges in Lq(U).

Secondly, since the extension comes with the estimate ‖ū‖Lq(Rn) ≤ C‖u‖Lq(U). We find that sup
m∈N

(ūm)W 1,q(U) <

∞. I conclude that no generality is lost.

Let us first study the smooth functions, for ε > 0 and m ∈ N

uεm := ηε ∗ um,

where ηε denotes the usual mollifier (see Appendix 6.4 Definition 6.8). We may assume the functions (uεm)∞m=1

all have support in V as well.

Claim 1

uεm → um in Lq(V ) as ε→ 0+ uniformly in m

To prove this, we assume um is smooth, then consider

uεm(x)− um(x) =
1

εn

∫
B(x,ε)

η

(
x− y
ε

)
(um(y)− um(x))dy (48)

=

∫
B(0,1)

η(y)(um(x− εy)− um(x))dy (49)

=

∫
B(0,1)

η(y)

∫ 1

0

d

dt
(um(x− εty))dtdy (50)

= −ε
∫
B(0,1)

η(y)

∫ 1

0

Dum(x− εty) · ydtdy. (51)

Thus

∫
V

|uεm(x)− um(x)|dx (52)

≤ ε
∫
B(0,1)

η(y)

∫ 1

0

∫
V

|Dum(x− εty)|dxdtdy (53)

≤ ε
∫
V

|Dum(z)|dz, (54)
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where in the last inequality integrate x over Rn and substitute x+ εty for x.

By approximation this estimate holds if um ∈W 1,p(V ). Hence

‖uεm − um‖L1(V ) ≤ ε‖Dum‖L1(V ) ≤ εC‖Dum‖Lp(V )

the latter inequality holding since V is bounded. Applying (47), we find

uεm → um in L1(V ) uniformly in m.

But then since 1 ≤ q < p∗, we see using the interpolation inequality for Lp−norms from the Appendix 6.2.6
that

‖uεm − um‖Lq(V ) ≤ ‖uεm − um‖θL1(V )‖u
ε
m − um‖1−θLq∗ (V )

,

where 1
q = θ + 1−θ

p∗ and 0 < θ < 1. Consequently (47) and the inequality from Theorem 3.7 (W 1,p Estimate,

1 ≤ p < n).

‖uεm − um‖Lq(V ) ≤ C‖uεm − um‖θL1(V ),

since uεm → um in L1(V ) uniformly in m, we apply the above inequality and conclude the Claim 1.

Claim 2: For each fixed ε > 0 the sequence (uεm)m∈N is uniformly bounded and equicontinuous.

Indeed, if x ∈ Rn, then

|uεm(x)| ≤
∫
B(x,ε)

ηε(x− y)|um(y)|dy (55)

≤ ‖ηε‖L∞(Rn)‖um‖L1(V ) ≤
C

εn
<∞. (56)

for m = 1, 2, . . . similarly

|Duεm(x)| ≤
∫
B(x,ε)

|Dηε(x− y)||um(y)|dy (57)

≤ ‖Dηε‖L∞(Rn)‖um‖L1(V ) ≤
C

εn+1
<∞. (58)

for m = 1, . . .. The claim follows from the above estimates. That is, the first estimate provides uniform
boundedness. The second estimate provides uniform equicontinuity, because we can estimate as follows, for
x, y ∈ V

|uεm(x)− uεm(y)| ≤ C

εn+1
|x− y|.

Thus concluding Claim 2.

Now fix δ > 0. We will show there exists a subsequence (umj )j∈N ⊂ (um)m∈N such that

lim sup
j,k→∞

‖umj − umk‖Lq(V ) ≤ δ. (59)
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We first apply the Claim 1, that is choose ε > 0 so small that

‖uεm − um‖Lq(V ) ≤ δ/2, (60)

for all m ∈ N.

We now observe that since the functions (uεm)m∈N have support in some fixed bounded set V ⊂ Rn, we may
utilize Claim 2 and Theorem 6.13(Arzelà-Ascoli) to obtain a subsequence (umj )j∈N ⊂ (um)m∈N which converges
uniformly on V . In particular therefore

lim sup
j,k→∞

‖uεmj − u
ε
mk
‖Lq(V ) = 0. (61)

But then (60) and (61) imply

lim sup
j,k→∞

‖umj − umk‖Lq(V ) ≤ δ (62)

and so (59) is proved

We next employ assertion (62) with δ = 1, 1/2, 1/3, . . . and use a standard diagonal argument to extract a
subsequence (umj )j∈N ⊂ (uj)m∈N satisfying

lim sup
l,k→∞

‖uml − umk‖Lq(V ) = 0.

This is the argument. First we follow the proof using δ = 1, and we obtain a subsequence (umk)k∈N.

The subsequence is obviously bounded and the elemetns of (umk)k∈N have compact support in V . Therefore,
we may repeat the entire argument on this subsequence and take δ = 1/2. And we obtain a subsubsequence
of (um)m∈N and a subsequence of (umk)k∈N, denoted (umkl )l∈N. We repeat this argument such that we get ω,

cardinality of N, number of sequences, where the sublsequence is denoted (uli)i∈N, suffices the property

lim sup
i,j→∞

‖uli − ulj‖Lq(V ) ≤ 1/l.

Now consider the sequence (uii)i∈N, we’ll prove that limi→∞ uii exists in Lq(V ).

If i, j, p ∈ N are fixed and l < i, j, then

sup
k≥i
‖ukk − u

j
j‖Lq(V ) ≤ sup

k≥i
‖ulk − u

j
j‖Lq(V ).

That is, (ukk)k≥i is a subsequence of (ulk)k≥i.

Now take i→∞, which is possible because l < i. We find

lim sup
i→∞

‖uii − u
j
j‖Lq(V ) ≤ lim sup

i→∞
‖uli − u

j
j‖Lq(V ).

Now take a supremum over the j variable, we find

sup
n≥j

lim sup
i→∞

‖uii − ujn‖Lq(V ) ≤ sup
n≥j

lim sup
i→∞

‖uli − uln‖Lq(V ),

again this inequality holds since (unn)n≥j is a subsequence of (uln)n≥j .
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Now we take the limit j →∞ and find

lim sup
i,j→∞

‖uii − u
j
j‖Lq(V ) ≤ lim sup

i,j→∞
‖uli − ulj‖Lq(V ) ≤ 1/l

Finally take the limit, l→∞ and conclude that

lim sup
i,j→∞

‖uii − u
j
j‖Lq(V ) = 0

.

Thus we have proven that lim
i→∞

uii exists due to the completeness of Lq(U).

Proof. (Theorem 3.15) Let ūk = Euk. Then we use Morrey’s inequality from Theorem 3.10 and find that there
exists γ,C > 0 such that for all uk,

‖ūk‖C0,γ(Rn) ≤ C‖ūk‖W 1,q(U).

So we obtain constants C1, C2, C3, C4,M > 0 and the sequence of inequalities below,

‖uk‖C0,γ(U) ≤ C1‖ūk‖C0,γ(Rn) ≤ C2‖ūk‖W 1,q(Rn) ≤ C3‖uk‖W 1,q(U) ≤ C4 sup
k∈N
‖uk‖W 1,q(U) = M,

where the second last inequality follows from the boundedness of E (see Theorem 2.19(Extension)).

So we find that for ε > 0, we may choose δ = (ε/M)
1/γ

and find for all x, y ∈ U with |x− y| ≤ δ, that

|uk(x)− uk(y)|
|x− y|γ

≤M.

Hence
|uk(x)− uk(y)| ≤M |x− y|γ ≤Mδγ = ε.

Now we apply Theorem 6.13(Arzelà-Ascoli) from Appendix 6.4 and find that uk → u uniformly on compact
sets for some u ∈ Cext(U) ⊂ Lq(U), i.e. U is bounded and 1 ≤ q ≤ ∞. Therefore,

uk → u in Lq(U).

I conclude
W 1,q(U) ⊂⊂⊂ Lq(U).
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4 Functional Analysis

In the previous section we introduced Sobolev Spaces and gave some structural information about them. Before
we arrive at the main objective of the thesis, namely calculus of variations, we will prove theorems in functional
analysis such that we can exploit the properties of Sobolev spaces.

4.1 Weak Topology

Let E be a Banach space.

We will first introduce the weak topology on the space E. We will prove certain theorems, which can be
generalized. However, for the sake of simplicity I will omit unnecessary difficulties and prove the needed
properties only.

Let E′ be the dual space of E.
Definition 4.1. (Weak Topology) We define the weak topology σ(E,E′) the smallest topology such that all
functions f ∈ E′ become continuous. That is, the minimal topology T such that for all U ∈ TR and f ∈ E′, we
have f−1(U) ∈ τ .

For all normed vector spaces E, there exists a bounded linear operator Φ : E → E′′, namely, Φ(x)(f) = f(x).
Definition 4.2. (Weak∗ Topology) We define the weak∗ topology σ(E′′, E′) on E′ as the smallest topology
such that all maps f ∈ Φ(E) are continuous.
Definition 4.3. We call E reflexive if and only if Φ is surjective.

From now on, we will denote the element Φ(x)(f) = f(x) by 〈f, x〉
Definition 4.4. A topological space (X, T ), is called metrizable if there exists a metric d on X, that generates
T .

4.2 Weak Topology on Banach Spaces

Theorem 4.5. (Existence Subsequence)

Assume that E is a reflexive Banach space and let (xn)n∈N be a bounded sequence in E. Then there exists a
subsequence (xnk)k∈N, that converges weakly in E.

The original theorem is proven by Brezis [Bre10, Theorem 3.18, Section 3.5].

Proof. Let M0 be the vector space generated by the xn’s and M = M̄0. Clearly, M is separable. Moreover M is
reflexive as will be shown in Proposition 4.7. It follows that BM is compact and metrizable in the weak topology,
since M∗ is separable using Corollary 6.20 (see Appendix 6.5) and Theorem 4.11. Since metrizable and compact
implies sequentially compact, we find a subsequence that converges weakly in M , hence also weakly in E.

Theorem 4.6. (Mazur)

Let C be a convex subset of E. If C is strongly closed then it is weakly closed.

The original theorem is proven by Brezis [Bre10, Theorem 3.7, Section 3.3].

Proof. Assume C is closed in the strong topology. We’ll show that the complement is open in the weak
topology. Let x0 /∈ C, then we apply Lemma 6.18 (see Appendix 6.5) and find a hyperplane separating x0 and
C. Therefore, we find f ∈ E′ and α ∈ R, such that

〈f, x0〉 < α < 〈f, y〉 ∀y ∈ C.
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Set
V = {x ∈ E : 〈f, x〉 < α},

so that x0 ∈ V , V ∩ C = ∅ and V is open in the weak topology.

Proposition 4.7. Assume that E is a reflexive Banach space and let M ⊂ E be a closed linear subspace of E.
Then M is reflexive.

The original theorem is proven by Brezis [Bre10, Theorem 3.7, Section 3.3].

Proof. The space M -equipped with the norm of E has a priori two topologies:

(i) the topology induced by σ(E,E′)
(ii) its own weak topology σ(M,M∗)

In fact these topologies are the same. That is, because every continuous linear function is the restriction of one
on E, using Hahn-Banach Theorem 6.17 (see Appendix 6.5). Using Theorem 4.10, we have to check that BM is
compact in the topology σ(M,M∗). However, since BE is compact in σ(E,E′) and M is closed. We find that
BM is compact in σ(E,E′).

Lemma 4.8. (Helly)

Let E be a Banach space. Let f1, · · · , fk be given in E′ and let y1, y2, · · · , yk be given in R.

Consider the following to statements

(i) ∀ε > 0,∃xε ∈ E such that ‖xε‖ ≤ 1 and |〈fi, xε〉 − yi| < ε, ∀i = 1, 2, · · · , k
(ii) ∀β1, · · · , βk ∈ R we have |Σki=1βiyi| ≤ ‖Σki=1βifi‖.

Then (ii) implies (i).

Proof. Set y = (y1, · · · , yk) ∈ Rk and consider the map φ : E → Rk, defined by

φ(x) = (〈f1, x〉, · · · , 〈fk, x〉)

Statement (i) says precisely that y ∈ ¯φ(BE). Suppose, by contradiction, that (i) fails, so that y /∈ ¯φ(BE). Hence
{y} and ¯φ(BE), may be strictly separated in Rk by some hyperplane.

It follows that

〈Σki=1βifi, x〉 < α < Σki=1βiyi ∀x ∈ BE

and therefore

‖Σki=1βifi‖ ≤ α < Σki=1βiyi,

which contradicts (ii).

Lemma 4.9. (Goldstine) Let E be a Banach space. Then J(BE) is dense in BE′′ in the weak∗ topology.

Proof. Let ξ ∈ BE′′ and let V be a neighborhood of ξ for the weak∗ topology. We must prove that V ∩J(BE) 6= ∅.
We may assume that V is of the form

V = {η ∈ E′′ : |〈η − ξ, fi〉| < ε,∀i = 1, · · · , k}

for some given elements f1, · · · , fk in E′ and some ε > 0 (see Appendix 6.5 Proposition 6.19). We have to find
some x ∈ BE such that J(x) ∈ V , that is
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|〈fi, x〉 − 〈ξ, fi〉| < ε ∀i = 1, · · · , k.

Set γi = 〈ξ, fi〉. In view of Lemma 4.8 it suffices to check that
∣∣ k∑
i=1

βiγi
∣∣ ≤ ∣∣ k∑

i=1

βifi
∣∣ which is clear since

k∑
i=1

βiγi = 〈ξ,
k∑
i=1

βifi〉 and ‖ξ‖ ≤ 1.

Theorem 4.10. (Kakutani) Let E be a Banach space.

If BE is compact in the weak topology, then E is reflexive.

The original theorem is proven by Brezis [Bre10, Theorem 3.17, Section 3.5].

Proof. The canonical injection J : E → E′′ is always continuous with respect to the weak to weak∗ topology.

An open in the weak∗ topology of E′′ is given by φ−1
f (O), where f ∈ E′ and O ⊂ Rn be open. Therefore,

requiring J−1(φ−1
f (O)) ⊂ E to be open. However, J−1(φ−1

f (O)) = (φf ◦ J)−1(O). And for x ∈ E, we have

φf ◦ J(x) = φf (ϕx) = ϕx(f) = f(x),

which is continuous with respect to the weak topology of E.

Assuming that BE is compact in the weak topology on E we deduce that J(BE) is compact and thus closed in
E′′ with respect to the weak∗ topology. On the other hand J(BE) is dense in BE′′ for the same topology by
Lemma 4.9. Hence J(BE) = BE′′ .

Theorem 4.11. Let E be a Banach space such that E′ is separable.

Then BE is metrizable in the weak topology.

The original theorem is proven by Brezis [Bre10, Theorem 3.29, Section 3.6].

Proof. Let (fn)n∈N be a dense countable subset of BE′ . For every x ∈ E set [x] =
∞∑
n=1

1
2n |〈fn, x〉|.

Clearly, [·] is a norm on E and [x] ≤ ‖x‖, granted you know there exists f ∈ E′ for every x ∈ E such that
f(x) 6= 0. This is a result from the Hahn-Banach Theorem 6.17 (See Appendix 6.5).

Let d(x, y) = [x− y] be the corresponding metric. We shall prove that the topology induced by d on BE is the
same topology as the weak topology restricted to BE .

Let x ∈ BE and let V be a neighborhood of x in the weak topology. We have to find some r > 0 such that
B(y, r) ⊆ V . According to Proposition 6.19 (See Appendix 6.5), we may assume that V is of the following form

V = {z ∈ BE ; |〈gi, x− z〉| < ε,∀i = 1, · · · , k}

with ε > 0 and gi ∈ E′. Without loss of generality we may assume that ‖fi‖ ≤ 1 for every i = 1, · · · , k. For
every i there exists some integer ni such that ‖gi − fni‖ < ε/2, since (fn)n∈N is dense. Choose r > 0 such
that 2nir < ε/2, ∀i = 1, · · · , k. We claim that for such r and Bd(x, r) ⊆ V . Indeed, if d(x, y) < r, we have

1
2ni |〈fni , x − y〉| < r, ∀i = 1, · · · , k, and therefore, ∀i = 1, · · · , k we have |〈gi, x − y〉| = |〈gi − fni , x − y〉| +
|〈fni , x− y〉| < ε/2 + ε/2. So we have y ∈ V .

Secondly, we show that, if x ∈ BE . Given r > 0, we have to find some neighborhood V of x in the weak
topology with ε and k to be determined in such a way that V ⊆ Bd(x, r). For y ∈ V we have d(x, y) =
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k∑
n=1

1
2n |〈fn, x− y〉|+

∞∑
n=k+1

1
2n |〈fn, x− y〉| < ε+ 1

2k−1 Thus, it suffices to take ε = r/2 and k large enough such

that 1
2k−1 < r/2. Then we find

V = {z ∈ BE ; |〈fi, x− z〉| < ε,∀i = 1, · · · , k} ⊆ Bd(x, r).

Remark 4.12. All the theorems, lemmas and propositions in this section originate from Brezis book [Bre10].
Also for addition information on general functional analysis, for example results of the Hahn-Banach Theorem,
I recommend reading this book.
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5 Main Theorem 1.3

5.1 Idea of Proof

Recall from the introduction Question 1.1.

Let 1 ≤ p <∞, n ∈ N, U ⊂ Rn open and bounded, g ∈ Lp(∂U),

A := {u ∈W 1,p(U) : u = g on ∂U in the trace sense},

L ∈ C∞(Rn × R× U) and

I(u) :=

∫
U

L(Du, u, x)dx.

Does there exists u ∈ A such that I(u) ≤ infv∈A I(v)?

In this section we will prove the aforementioned Theorem 1.3(Existence of Minimizer) as a responds to this
question.

Let 1 < p <∞, p 6= n, α > 0, β ≥ 0 and U a C1−domain.

Theorem 1.3(Existence of Minimizer) Assume that L satisfies the coercivity inequality

L(z, y, x) ≥ α|z|p − β

and is convex in the z-variable.

Suppose also the set A is nonempty.

Then there exists at least one function u ∈ A solving

I(u) = inf
w∈A

I(w). (63)

The original theorem is proven by Evans [Eva98, Theorem [Theorem 2, Section 8.2.2].

Idea of Proof.

We take a sequence such that under composition with I it converges to the infimum of I on A. Then we show
this sequence converges to a minimizer.

Let m = inf
u∈A

I(u) and choose a sequence of functions (uk)k∈N with uk ∈ A such that

lim
k→∞

I(uk) = `.

Assume ` is finite.

Coercivity implies that the sequence (uk)k∈N is bounded.

Since the sequence is bounded in W 1,p(U) for 1 < p <∞, we know using Theorem 4.5(Existence Subsequence),
that there exists a subsequence convergent in the weak topology.

Hence we find

ukj ⇀ u weakly in W 1,p(U).

We also find out that Tu = g, therefore u ∈ A.

The convexity condition will provide us the estimate.

I(u) ≤ lim inf
j→∞

I(ukj ) = m.

Therefore, we conclude that u minimizes I.
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Remark 5.1. We need to take the limit infimum, because I may not be continuous with respect to the weak
convergence. That is, we may have that

I(u) 6= lim
j→∞

I(ukj ).

Remark 5.2. Even if W 1,p(U) were finite dimensional. And therefore we would find a strongly convergent
subsequence. Then still I need not be continuous with respect to strong convergence. Take for example the
sequence

un(x) :=

{
1/n-nx x ∈ [0, 1/n2)
0 x ∈ [1/n, 1)

un(−x) = un(x).

convergent to u(x) = 0 in W 1,p((−1, 1)).

Now take L(z, y, x) = z2. We find ∫
(0,1)

Dun(x)2dx = 1.

However ∫
(−1,1)

Du(x)2dx =

∫
(−1,1)

02dx = 0.

5.2 Proof

This subsection is allocated the proof of the main theorem.

As shown in the previous subsection, we need the following definition.
Definition 5.3. We say that a function I is weakly lower semi-continuous on W 1,p(U), if for every uk ⇀ u
weakly in W 1,p(U), we have

I(u) ≤ lim inf
k→∞

I(uk).

Remark 5.4. The condition p 6= n in Theorem 1.3(Existence of Minimizer) is not necessary in some sense.
That is, if we consider 1 < r < p. We would find g ∈ Lp(U) and L still satisfies the coercivity and convexity
condition. Therefore, we find a minimizer v ∈ {u ∈W 1,r(U) : u = g}.
Theorem 5.5. (Weak Lower Semi-Continuity) Assume that L is smooth, bounded from below and in addition,

the mapping z 7→ L(z, y, x) is convex

for each y ∈ R, x ∈ U . Then

I is weakly lower semi-continuous on W 1,p(U).

The original theorem is proven by Evans [Eva98, Theorem [Theorem 1, Section 8.2.2].

Proof. (Theorem 5.5)

Let (uk)k∈N be a sequence such that
uk ⇀ u weakly in W 1,p(U) (64)

and define ` := lim infk→∞ I(uk). We must show

I(u) ≤ `.

The limit (64) and Theorem 6.16 (see Appendix 6.5) together imply that

sup
k∈N
‖uk‖W 1,p(U) <∞.

Without loss of generality we assume
` = lim

k→∞
I(uk),
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because any subsequence is also weakly convergent to u in W 1,p(U).

Furthermore we see from Theorem 3.14(Rellich-Condracov) or Theorem 3.15 (depending on p < n or n < p)
that uk → u strongly in Lp(U) and thus, passing if necessary to yet another subsequence, we have

uk → u a.e in U. (65)

Let ε > 0, then (65) and Theorem 6.6(Egorov) assert

uk → u uniformly on Eε, (66)

where Eε is measurable set with
|U − Eε| ≤ ε. (67)

We may assume Eε ⊆ Eε′ for 0 < ε′ < ε as shown in the Theorem 6.6(Egorov). Define the following set

Fε := {x ∈ U ||u(x)|+ |Du(x)| ≤ 1/ε} (68)

Then
|U − Fε| → 0 as ε→ 0. (69)

We finally set

Gε := Fε ∩ Eε. (70)

Using (67) and (69) we find that |U −Gε| → 0 as ε→ 0.

Since L is bounded from bellow, we may assume without loss of generality that

L ≥ 0, (71)

for otherwise we consider L̃ = L+ β.

Consequently,

I(uk) =

∫
U

L(Duk, uk, x)dx ≥
∫
Gε

L(Duk, uk, x)dx ≥
∫
Gε

L(Du, uk, x)dx+

∫
Gε

DzL(Du, uk, x) · (Duk−Du)dx,

the last equality following from the convexity of L in its first argument (see Appendix 6.2.1). Now in view of
(66), (68), (70) and Theorem 6.3(Dominated Convergence) form Appendix 6.3,

lim
k→∞

∫
Gε

L(Du, uk, x)dx =

∫
Gε

L(Du, u, x)dx.

In addition, since DzL(Du, uk, x) → DzL(Du, u, x) uniformly on Gε and Duk ⇀ Du weakly in Lp(U ;Rn), we
have

lim
k→∞

∣∣∣∣∫
Gε

DzL(Du, uk, x) · (Duk −Du)dx

∣∣∣∣
≤

n∑
i=1

lim
k→∞

∣∣∣∣∫
Gε

Lzi(Du, uk, x)(Duik −Dui)dx
∣∣∣∣
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≤
n∑
i=1

lim
k→∞

∣∣∣∣∫
Gε

(Lzi(Du, u, x)−Rik(x))(Duik −Duik)dx

∣∣∣∣ , (72)

where Rik(x) := Lzi(Du, u, x)− Lzi(Du, uk, x) for i ∈ {1, . . . , n}.

Define F i : Lp(U)→ R with

F i(v) =

∫
Gε

Lzi(Du, u, x)vdx.

The RHS of (72) is bounded from above by

≤
n∑
i=1

lim
k→∞

∣∣∣∣∫
Gε

Lzi(Du, u, x)(Duik −Dui)dx
∣∣∣∣+ ‖Rk(x)‖L∞(U)

∫
Gε

|Duik −Dui|dx.

The integrals
∫
Gε
|Duik − Dui|dx are uniformly bounded in k, because Duk ⇀ Du weakly in Lp(U). Since

‖Rk‖L∞(Gε) → 0 as k →∞, F i is a bounded linear functional and Duk ⇀ Du weakly, we find that

n∑
i=1

lim
k→∞

∣∣∣∣∫
Gε

Lzi(Du, u, x)(Duik −Dui)dx
∣∣∣∣+ ‖Rk(x)‖L∞(U)

∫
Gε

|Duik −Dui|dx→ 0 as k →∞.

So we have deduced that

` = lim
k→∞

I(uk) ≥
∫
Gε

L(Du, u, x)dx.

This inequality holds for each ε > 0. We now let ε tend to zero and recall (71) and Theorem 6.2(Monotone
Convergence) from Appendix 6.3 to conclude

` = inf
w∈A

I(w) ≥
∫
U

L(Du, u, x)dx = I(u)

as required .

Proof. (Theorem 1.3)

Let ` = inf
w∈A

I(w).

If ` =∞, then we are done, because any w ∈ A 6= ∅, satisfies (63).

Now assume ` <∞, then there exists a sequence (uk)k∈N, such that lim
k→∞

I(uk) = `.

Assume without loss of generality that β = 0. Reason being, that we could consider L̃ = L+ β and find that a
minimizer for Ĩ corresponds to a minimizer for I.

Applying the coercivity condition we obtain for all w ∈ A

α

∫
U

|Dw|qdx ≤ I[w]. (73)

Let w ∈ A. We find that uk −w = 0 on ∂U in the trace sense. Therefore, we use Theorem 2.23(Zero Trace) to
conclude uk − w ∈W 1,p

0 (U).

We have for C1, C2 > 0 and C ≥ 0, such that

‖uk‖Lp(U) ≤ ‖uk − w‖Lp(U) + ‖w‖Lp(U) ≤ C1‖Duk −Dw‖Lp(U) + C2‖w‖Lp(U) ≤ C <∞,
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where in the second inequality we used the Poincare inequality from Theorem 3.8(Poincare).

Together with inequality (73) I conclude the sequence is bounded in W 1,p(U).

By Theorem 4.5(Existence Subsequence), there exists a subsequence that converges weakly in W 1,p(U).

The space W 1,p
0 (U) is closed in W 1,p(U). By Theorem 4.6(Mazur) we find that W 1,p

0 (U) is weakly closed,
because W 1,p

0 (U) is convex in W 1,p(U). Hence u− w ∈W 1,p
0 (U), because uk − w ∈W 1,p

0 (U).

So the trace of u is g on ∂U and therefore u ∈ A.

Now apply Theorem 5.5(Weak Lower Semi-Continuity) to conclude that

I(u) = lim inf
k→∞

I(uk) = `.

.

5.3 Discussion of the Hypothesis

Convexity Firstly, we will motivate convexity of L in the z-variable.

A real valued C2 function with minimum must be locally convex near this minimum.

The following theorem provides a similar statement about minimizing I.
Theorem 5.6. If u ∈ A is a minimizer of I then

n∑
i,j

Lzi,zj (Du, u, x)ξiξj ≥ 0 (ξ ∈ Rn, x ∈ U).

This theorem is based on a discussion written by Evans [Eva90, Beginning Section 2].
Remark 5.7. Even though, this does not imply that L is convex in p. The above does hint that convexity is
important.

Proof. Consider the following real valued function

i(τ) = I(u+ τv),

where v ∈ C∞c (U) and u ∈W 1,p(U) a minimizer of the functional I.

We have seen that d
dτ |τ=0i(τ) = 0.

Though, now we consider the second derivative, namely

d2

dτ2
|τ=0i(τ) ≥ 0,

using that u is a minimizer.

So we find that

i′′(τ) =

∫
U

n∑
i,j=1

Lzizj (Du+Dvτ, u+ τv, x)vxivxj

+2

n∑
i=1

Lziy(Du+ τDv, u+ τv, x)vxiv

+Lyy(Du+ τDv, u+ τv, x)v2dx

47



Now we take τ = 0, we find

i′′(0) =

∫
U

n∑
i,j=1

Lzizj (Du, u, x)vxivxj

+2

n∑
i=1

Lziy(Du, u, x)vxiv (74)

+Lyy(Du, u, x)v2dx ≥ 0

Now consider the following function zig-zag function ρ,

ρ(x) =

{
x for x ∈ [0, 1/2)
1− x for x ∈ [1/2, 1)

ρ(x+ 1) = ρ(x) (x ∈ R).

Let ξ ∈ Rn, we define

v(x) := ερ

(
x · ξ
ε

)
ζ(x),

for x ∈ U and ζ ∈ C∞c (U).

Since v is integrable with compact support there exists a sequence vn ∈ C∞c (U), such that vm → v in Lp(U).
Also, v is a.e. differentiable, so we may apply Theorem 6.3(Dominated Convergence) from Appendix 6.3.
Therefore, the expression (74) also applies in the case of v.

Compute the derivatives of v a.e.

vxi = ρ′
(
x·ξ
ε

)
(ρ′)2ξiξjζ

2dx+O(ε) as ε→ 0.

Hence, we find

0 ≤
∫
U

n∑
i,j

Lzizj (Du, u, x)ξiξjζ
2dx as ε→ 0.

This estimate holds for all ζ ∈ C∞c (U).

Therefore taking a sequence ζn, such that ζ2
n is convergent to a delta function, we deduce that

n∑
i,j

Lzi,zj (Du, u, x)ξiξj ≥ 0 (ξ ∈ Rn, x ∈ U).

The next example shows that convexity is in fact essential in certain cases.
Example 5.8. (Bolza) Let U = (0, 1), L(z, y, x) = (1− y2)2 + z2, choose g : ∂(0, 1)→ R with g(0) = 0 = g(1)
and define

A = {v ∈W 1,p(U) : Tv = g on ∂U in the trace sense}.

We find that L is not convex. However, L is coercive, because L(z, y, x) ≥ z2 − 10.

I will show the infimum of I is zero.

Let ρ be the function defined in the proof of Theorem 5.6.

Choose um ∈ A, such that

um(x) =
ρ(nx)

n
.
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Now apply I, we find

I(um) =

∫
U

(1− 12)2 +

(
ρ(nx)

n

)2

dx→ 0 as n→∞.

Hence the infimum of I on A is 0.

Suppose that u is a minimizer, then u = 0. However, this implies Du = 0 also.

Therefore, we have that
I(u) = 1 6= 0.

I conclude I cannot be minimized.

The following theorem is the reverse implication of Theorem 5.5(Weak Lower Semi-Continuity) in a special
case.
Theorem 5.9. Let L(z, y, x) = F (z) for some F ∈ C∞(Rn) and U an open unit cube with center 0.

If I is weakly lower semi-continuous in W 1,p(U), then L is convex.

The original theorem is proven by Evans [Eva90, Theorem 1, Section 2].

Proof. Let z ∈ Rn and let v ∈ C∞c (U). For each k ∈ N subdivide U into cubes {Ql}2
kn

l=1 of side length 1/k.

Define

uk(x) =
1

2k
v(2k(x− xl)) + z · x (x ∈ Ql),

xl denoting the center of Ql, and
u(x) = z · x (x ∈ Ql).

Then uk is smooth, because v has compact support in U .

Claim 1. The sequence (uk)k∈N converges weakly to u in W 1,p(U).

I will do this by proving that

wk =
1

2k
v(2k(x− xl)) (x ∈ Ql)

converges weakly to 0 in W 1,p(U).

Firstly, we find that
wk → 0,

strongly in L∞(U). Hence, wk ⇀ 0 weakly in Lp(U).

Now we consider fk(x) = Dwk(x) where

fk(x) = Dv(2k(x− xl)) (x ∈ Ql).

Let ϕ ∈ (Lp(U : Rn))′, then we apply the isometric isomorphism (Lp(U : Rn))′ ' Lp
′
(U : Rn) and find

w ∈ Lp′(U : Rn) such that

ϕ(fk) =

∫
U

fk · wdx.

Assume without loss of generality that w ∈ C∞c (U : Rn). We may assume WLOG, because of the density of
C∞c (U) in Lp

′
(U). Then we define

ε(x) = w(x)− w(xl) (x ∈ Ql).

Now we find ∣∣∣∣∫
U

fk · wdx
∣∣∣∣ ≤ 2nk∑

l=1

∣∣∣∣∫
Ql

fk · w(xl)dx

∣∣∣∣+

∫
Ql

|fk · ε(x)| dx
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≤
2nk∑
l=1

∣∣∣∣∫
Ql

fk · w(xl)dx

∣∣∣∣+ ‖fk‖Lp(Ql)‖ε‖Lp′ (Ql)

=

2nk∑
l=1

‖v(x)‖Lp(U)

2nk
‖ε‖Lp′ (Ql). (75)

Since w is smooth with compact support, we find that w is Lipschitz-continuous. Therefore, we find C > 0,
such that

‖ε‖Lp′ (U) ≤ C.

The right hand side of (75) is bounded from above by

≤ C‖v‖Lp(U)

2nk∑
l=1

1

2nk
= C‖v‖Lp(U) → 0 as k →∞.

I conclude Claim 1.

Therefore, using the weak lower semi-continuity, we find

I(u) ≤ lim inf
k→∞

I(uk).

Computing the RHS, we find

lim inf
k→∞

I(uk) = lim inf
k→∞

2nk∑
l=1

∫
Ql

F (Dv(2k(x− xl)) + z)dx = lim inf
k→∞

2kn∑
l=1

1

2kn

∫
U

F (Dv(y) + z)dy

=

∫
U

F (Dv + z)dx.

So we find that u is a minimizer of the functional I for its own boundary values. Now apply Theorem 5.6 and
we find

∂2F

∂zi∂zj
(z)ξiξj ≥ 0 (z, ξ ∈ Rn).

So we find that F needs to be convex.

Coercivity

Coercivity provides us two bounds.

The first of which is the boundedness from below of I. That is,

I(w) ≥ −β|U |.

Secondly, if L(w) <∞, then ‖Dw‖Lp(U) is bounded from above

∞ > I(w) ≥ α‖Dw‖pLp(U) − β|U |.

The following example illustrates the importance of this assumption.
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Example 5.10. Let U = (0, 1), L(z, y, x) = 1
1+y2 and g ≡ 0.

We find that L is not coercive. However, L is convex in the z-variable.

If I had a minimizer u ∈ A, then we would find∫
(0,1)

L(Du, u, x)dx > 0.

To see this we apply the Theorem 3.1(General Sobolev Inequalities), we find that u ∈ C0,γ(U) for γ ∈ (0, 1).
Since u <∞ a.e., we find x ∈ (0, 1) such that u(x) <∞.

So 1
1+u2 > 0 in a neighborhood. Hence, I(u) > 0.

Now define the following sequence of functions un ∈ A

un(x) =

{
2nx for x ∈ (0, 1/(2n))
n for x ∈ (1/(2n), 1− 1/(2n))
n− 2nx for x ∈ (1− 1/(2n), 1),

then

lim
n→∞

∫
(0,1)

1

1 + un(x)2
dx = 0,

as a result of using 6.3(Dominated Convergence).

I conclude I cannot be minimized.
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6 Appendix

6.1 Notation

1. By convention the natural numbers includes 0, i.e. N = {0, 1, 2, 3, . . .}.

2. Let n ∈ N, we call α ∈ Nn a multiindex and write |α| :=
n∑
i=1

αi.

3. Let α be a multiindex and u sufficiently smooth, we write Dαu = ∂α1
x1
· · · ∂αnxn u, in the case the order of

differentiation does not matter.

4. Let n ∈ N. Define the following partial order (Nn,≤). If β, α ∈ N, then β ≤ α if and only if for all βi and
αi, we have βi ≤ αi as natural numbers.

5. Let U ⊂ V ⊂ Rn, we say U is compactly contain in V , denoted

U ⊂⊂ V.

If there exists an open W ⊂ Rn such that

Ū ⊂W ⊂ V.

and Ū is compact.

6. Let U ⊂ Rn be measurable and bounded, define −
∫
U
udx = 1

|U |
∫
U
udx, where u ∈ L1(U).

7. Let U, V ⊆ Rn, we say the distance between two sets denoted dist(U, V ), is defined

dist(U, V ) := inf
x∈U∧y∈V

‖x− y‖.

Sometimes, we just write a point instead of U .

8. Let U ⊆ Rn be open and ε > 0. We define,

Uε := {x ∈ U : dist(x, ∂U) ≥ ε}.

9. In the phrase λ a.e., λ is referred to as the Lebesgue measure.

10. When v ∈ Lp(U), then the integral of v is written∫
U

vdx.

However, this is with abuse of notation, meaning the v in the integral is a representative of the class
v ∈ Lp(U).

11. For v ∈W 1,p(U) we write the boundary intergral of v over ∂U as∫
∂U

vdS(x).

12. Let u : Rn ⊇ U → R, then we define the support of u

supp(u) := {x ∈ U : u(x) = 0}.

Function Spaces Let U, V ⊂ Rn and U open.

13. Ckext(U) = {u ∈ Ck(U) : for all α ∈ Nn with |α| ≤ k, there exists a continuous extension for Dαu to Ū }.
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14. C∞ext = ∩∞k=0C
k
ext(U).

15. W k,q(U), Hk(U) for k ∈ N and 1 ≤ p <∞, denote the Sobolev Spaces (see section Sobolev Spaces).

16. Ck,γ(U) for k ∈ N and 0 < γ ≤ 1, denote the Hölder spaces (see section Sobolev Inequalities).

17. Ckc (U) = {u ∈ Ck(U) : u has compact support}.

18. L1(λ) = {u : U → R : u λ− integrable}.

19. L1(U) = L1(λ)/N , where N = {u ∈ L1(λ) :
∫
U
udλ(x) = 0}.

Calculus Let k ∈ N∞, U ⊆ Rn be open, then U is a Ck-domain if for each x ∈ ∂U , there exists r > 0 and a
Ck function γ : Rn−1 → R such that upon relabeling and reorienting the coordinate axes if necessary, we have

U ∩B(x, r) = {y ∈ B(x, r) : yn > γ(y1, . . . , yn−1)}.

Now we can construct a Ck−diffeomorphism Φ that ”straightens out the boundary” near x. Define{ yi = xi =: Φi(x) (i = 1, . . . , n− 1)
yn = xn − γ(x1, . . . , xn) := Φn(x),

and write
y = Φ(x).

Similarly, we set {
xi = yi =: Ψi(y) (i = 1, . . . , n− 1)
xn = yn + γ(y1, . . . , yn) := Ψn(y).

Then Φ = Ψ−1, and the mapping x 7→ Φ(x) = y has the following properties,{ Φ(∂U ∩B(x, r)) ⊆ Rn−1 × {0}
Φ(U ∩B(x, r)) ⊆ Rn−1 × (0,∞)
det(DΦ) = det(DΨ) = 1.

6.2 Inequalities

Let U ⊆ Rn be open unless stated differently.
Definition 6.1. Let U be convex and f : U → R, we say f is convex if

f(τx+ (1− τ)y) ≤ τf(x) + (1− τ)f(y)

for all x, y ∈ U and 0 ≤ τ ≤ 1.

If f ∈ C2(U), then f being convex is equivalent to

n∑
i,j=1

fxi,xj (x)ξiξj ≥ 0,

for all ξi, ξj ∈ R. We call f strictly convex if there exists a θ > 0, such that for all ξi, ξj ∈ R, we have

n∑
i,j=1

fxi,xj (x)ξiξj ≥ θ|ξ|2.

1. If f ∈ C1(U) is convex, then
f(x) ≤ f(y) +Df(x) · (x− y).
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2. For Young’s inequality, let a, b ∈ [0,∞) and p, q ∈ [1,∞) such that 1
p + 1

q = 1, then

ab ≤ ap

p
+
bp

q
.

Let (X,A, µ) be a measure space.

3. For Hölder’s inequality, let 1 ≤ p, q ≤ ∞, 1
p + 1

q = 1. If u ∈ Lp(X), v ∈ Lq(X), then uv ∈ L1(X) and we
have

‖uv‖L1(X) ≤ ‖u‖Lp(X)‖v‖Lq(X).

4. For Minkowski inequality, let 1 ≤ p ≤ ∞ and u, v ∈ Lp(X). Then

‖u+ v‖Lp(X) ≤ ‖u‖Lp(X) + ‖v‖Lp(X).

5. Taking two cases of Hölder and Minkowski inequality, X = U ⊂ Rn and X = N, we find

‖uv‖L1(U) ≤ ‖u‖Lp(U)‖v‖Lq(U)∣∣∣∣∣
n∑
k=1

akbk

∣∣∣∣∣ ≤
(

n∑
k=1

|ak|p
)1/p( n∑

k=1

|bk|q
)1/q

‖u+ v‖Lp(U) ≤ ‖u‖Lp(U) + ‖v‖Lp(U)(
n∑
k=1

|ak + bk|p
)1/p

≤

(
n∑
k=1

|ak|p
)1/p

+

(
n∑
k=1

|bk|q
)1/q

6. The following inequality is the interpolating inequality for Lp-norms,

assume 1 ≤ s ≤ r ≤ t ≤ ∞ and
1

r
=
θ

s
+

1− θ
t

.

Suppose also u ∈ Ls(U) ∩ Lt(U). Then u ∈ Lr(U) and

‖u‖Lr(U) ≤ ‖u‖θLs(U)‖u‖
1−θ
Lt(U).

6.3 Measure Theory

Theorem 6.2. (Monotone Convergence)Let (X,A, µ) be a measure space.

Let (uj)j∈N ⊂ L1(µ) be an increasing sequence of integrable functions u1 ≤ u2 ≤ . . . with limit u := sup
j∈N

uj.

Then u ∈ L1(µ) if and only if

sup
j∈N

∫
ujdµ <∞

, in which case ∫
j∈N

ujdµ =

∫
sup
j∈N

ujdµ.

(see [Sch05, Theorem 11.1] for a proof of Theorem 6.2)
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Theorem 6.3. (Dominated Convergence) Let (X,A, µ) be a measure space and (uj)j∈N ⊂ L1(µ) be a sequence
of functions such that |uj | ≤ w for all j ∈ N and some w ∈ L1

+(µ). If u(x) = lim
j→∞

uj(x) exists for almost every

x ∈ X, then u ∈ L1(µ) and we have

(i) lim
j→∞

∫
|uj − u|dµ = 0;

(ii) lim
j→∞

∫
ujdµ =

∫
lim
j→∞

ujdµ =
∫
udµ

(see [Sch05, Theorem 11.2] for a proof of Theorem 6.3)
Theorem 6.4. Let 1 ≤ q <∞, then Lp(U) is a Banach space.

(see [Bre10, Theorem 4.8, Section 4.2] for a proof of Theorem 6.4)

Let X,Y be Banach spaces.
Theorem 6.5. Let (uk)k∈N ⊂ X and

uk ⇀ u.

Then
sup
k∈N
‖uk‖X

Proof. Let ι : X → X∗∗ be the bidual map, where ι(u)(u′) = u′(u) for all u′ ∈ X∗.

Since

sup
k∈N
{|ι(uk)(u′)} = supk∈N {|u′(uk)|} <∞ for all u′ ∈ X∗,

i.e. uk ⇀ u. And X∗ is a Banach space. We may apply the uniform boundedness theorem.

Thus
sup
k∈N
{‖ι(uk)‖X∗∗} <∞.

Since ι is an isometry. We find that,

sup
k∈N
{‖uk‖X} <∞.

Let (X,Σ, µ) be a measure space with µ(X) <∞.
Theorem 6.6. (Egorov) Let uk : X → R, be a sequence of Σ−measurable functions.

If uk → u a.e. in U , then for every ε > 0 there exists Eε ⊂ U such that

uk → u uniformly on Eε

and
|U − Eε| ≤ ε.

Proof. Let ε > 0.

Since uk converges a.e., there exists a set E ⊂ U such that µ(E) = 0 and uk converges on D = X − E.

Define the following sets, for n, k ∈ N

Bn,k := {x ∈ D : |un(x)− u(x)| ≥ 1/k}
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and
An,k := ∪∞m=nBm,k.

Since uk converges to u on D, we find that for all k ∈ N, x ∈ D, there exists an n ∈ N, such that

|un(x)− u(x)| < 1/k

Therefore, we find that for all k ∈ N, we have

lim sup
n→∞

An,k = ∩n∈N ∪m≥n An,k = ∅.

Now using this, we find

∅ = µ(lim sup
n→∞

An,k)

= µ(∩n∈NAn,k)

Since An,k is a decreasing sequence of sets, we find that, for n ∈ N

∪m≥nAm,k = An,k.

Therefore, we continue with the equality.

µ(∩n∈NAn,k) = µ(lim sup
n→∞

An,k)

= µ( lim
n→∞

An,k)

= lim
n→∞

µ(An,k),

where the last equality follows from the continuity of measure for decreasing sequences of sets.

Let (Ank,k)k∈N be such that

µ(Ank,k) <
ε

2k+1
,

which is possible because lim
n→∞

µ(An,k) = 0 for all k ∈ N.

Define
A = ∪k∈NAnk,k,

then
µ(A) < ε.

If x ∈ D −B, then x /∈ Bnk,k for all k ∈ N. Hence

|ui(x)− u(x)| < 1

k

for all i ≥ nk.

This holds for all x ∈ D −B. Therefore, un converges uniformly to u on D −B.

Now we define
Eε = D −B

and we have proven that un → u uniformly on Eε with

µ(X − Eε) < ε.

Finally, if we choose nk as small as possible, then ε imposes an order in Eε.

That is, if ε < ε′, then Eε ⊂ Eε′ .
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Theorem 6.7. Let a < b ∈ R and u : (a, b)×X → R be a function satisfying

1. x 7→ u(t, x) is in L1(µ) for every fixed t ∈ (a, b);

2. t 7→ u(t, x) is differentiable for every x ∈ X;

3. |∂tu(t, x)| ≤ ω(x) for all (t, x) ∈ (a, b)×X and some ω ∈ L1
+(µ)

Then the function v : (a, b)→ R given by

t 7→ v(t) :=

∫
X

u(t, x)dx

is differentiable and its derivative is

∂tv(t) =

∫
X

∂tu(t, x)µ(dx).

(see [Sch05, Theorem 11.5] for a proof of Theorem 6.7)

6.4 Calculus

The following function is called the standard mollifier.
Definition 6.8. (Mollifier)

η(x) :=

{
C exp

(
1

|x|2−1

)
if |x| < 1

0 if |x| ≥ 1

where C is such that
∫
Rn η(x)dx = 1.

We write,

ηε(x) :=
1

εn
η
(x
ε

)
.

Note that η, ηε ∈ C∞c (Rn).

The notion of mollification is extremely important throughout the thesis and will be defined below.
Definition 6.9. Let f : U → R be locally integrable, then we define the mollification of f ,

fε := ηε ∗ f in Uε.

That is,

fε(x) =

∫
U

ηε(x− y)f(y)dy =

∫
B(0,ε)

ηε(y)f(x− y)dy.

for x ∈ Uε.
Theorem 6.10. (Mollifier)

(i) fε ∈ C∞(Uε).
(ii) fε → f a.e. as ε→ 0+.
(iii) If f ∈ C(Ū), then fε → f uniformly on compact subsets of U .
(iv) If 1 ≤ q <∞ and f ∈ Lploc(U), then fε → f in Lploc(U).

(see [Eva98, Theorem 7, Section C.5] for a proof of Theorem 6.10)
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Theorem 6.11. Let U ⊆ Rn and U an open cover of U , together with index set I,

then there exists a collection of family of functions {ζi}i∈I satisfying

(i) ζi ∈ C∞c (Ui) with Ui ∈ U
(ii) ζi ≥ 0.
(iii) All x ∈ U has a neighborhood V such that only finitely many ζi’s are nonzero on V .
and
(iv)

∑
i∈I

ζi(x) = 1

We call the family {ζi}i∈I a partition of unity subordinate to U .

(see [Lee12, Theorem 2.23] for a proof of Theorem 6.11)
Theorem 6.12. Let u, v ∈ C1

ext(U). Then

∫
U

uxivdx = −
∫
U

uvxidx+

∫
∂U

uvνidS(x).

(see [Eva98, Theorem 2, Section C.2.] for a proof of Theorem 6.12)
Theorem 6.13. (Arzelà-Ascoli Compactness Criterion) Suppose (fk)k∈N is a sequence of real-valued functions
defined on an open subset of U ⊆ Rn, such that

|fk(x)| ≤M (k = 1, . . . , x ∈ U)

for some constant M and that the functions are uniformly equicontinuous.

Then there exists a subsequence (fkn)n∈N and a continuous function f , such that

fnk → f uniformly on compact subsets of U.

(see [Eva98, Section C.8] for a proof of Theorem 6.13)

6.5 Functional Analysis

Let E be a Banach space.
Definition 6.14. We denote E′ the dual and E′′ the bidual of E.
Definition 6.15. The conjugate of p ≥ 1, written p′ is

p′ =
p

p− 1
.

Theorem 6.16. Let (uk)k∈N ⊂ E and
uk ⇀ u.

Then
sup
k∈N
‖uk‖E .

.

Proof. Let ι : E → E′′ be the bidual map, where ι(u)(u′) = u′(u) for all u′ ∈ E′.

Since

sup
k∈N
{|ι(uk)(u′)} = supk∈N {|u′(uk)|} <∞ for all u′ ∈ E′,
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i.e. uk ⇀ u. And E′ is a Banach space. We may apply the uniform boundedness theorem.

Thus
sup
k∈N
{‖ι(uk)‖E′′} <∞.

Since ι is an isometry. We find that,

sup
k∈N
{‖uk‖E} <∞.

Theorem 6.17. (Helly, Hahn-Banach analytic form). Let p : E → R be a function satisfying{
p(λx) = λp(x) ∀x ∈ E and ∀λ > 0
p(x+ y) ≤ p(x) + p(y) ∀x, y ∈ E.

Let G ⊂ E be a linear subspace and let g : G→ R be a linear functional such that

g(x) ≤ p(x) ∀x ∈ G.

Under these assumptions, there exists a linear functional f defined on all of E that extends g, i.e. g(x) = f(x)
∀x ∈ G, and such that

f(x) ≤ p(x) ∀x ∈ E.

(see [Bre10, Theorem 1.1, Section 1.1] for a proof of Theorem 6.17)
Lemma 6.18. Let C ⊂ E be a nonempty open convex set and let x0 ∈ E with x0 ∈ C. Then there exists
f ∈ E′ such that f(x) < f(x0) ∀x ∈ C. In particular, the hyperplane {f = f(x0)} separates {x0} and C.

(see [Bre10, Lemma 1.3, Section 1.2] for a proof of Lemma 6.18)
Proposition 6.19. Let x0 ∈ E; given ε > 0 and a finite set {f1, . . . , fn} ⊂ E′ consider

V = V (f1, . . . , fk; ε) = {x ∈ E; |〈fi, x− x0〉| < ε,∀i = 1, . . . , k}.

Then V is a neighborhood of x0 for the topology σ(E,E′). Moreover, we obtain a basis of neighborhood of x0

for σ(E,E′) by varying ε, k and fi’s in E′.

(see [Bre10, Proposition 3.4, Section 3.2] for a proof of Proposition 6.19)
Corollary 6.20. E is reflexive and separable if and only if E′ is reflexive and separable.

(see [Bre10, Corollary 3.27, Section 3.6] for a proof of Corollary 6.20)
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