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## 1 Introduction

## Reductive symmetric spaces

The purpose of this exposition is to explain the structure of the Plancherel decomposition for a reductive symmetric space, as well as some of the ideas involved in its proof.

Throughout the text we will assume that $G$ is a reductive Lie group, i.e., a Lie group whose Lie algebra $\mathfrak{g}$ is a real reductive Lie algebra. We adopt the convention to denote Lie groups by Roman capitals and their Lie algebras by the corresponding German lower case letters. At a later stage we shall impose the restrictive condition that $G$ belongs to Harish-Chandra's class of reductive groups. This class contains all connected semisimple groups with finite center, and was introduced by Harish-Chandra [56], Sect. 3, in order to accomodate a certain type of inductive argument that pervades his papers [56]-[58]. We briefly recall the definition and main properties of this class in an appendix.

We assume $\sigma$ to be an involution of $G$, i.e., $\sigma \in \operatorname{Aut}(G)$ and $\sigma^{2}=I$. Moreover, $H$ is an open subgroup of the group $G^{\sigma}$ of fixed points for $\sigma$. Equivalently, $H$ is a subgroup with the property

$$
\left(G^{\sigma}\right)_{e} \subset H \subset G^{\sigma}
$$

The pair $(G, H)$ is called a reductive symmetric pair, and the associated homogeneous space $\mathrm{X}:=G / H$ a reductive symmetric space. If $G$ is of Harish-Chandra's class, then both pair and space are said to be of this class as well.

The reason for the terminology symmetric space is the following. Let the derivative of $\sigma$ at the identity element $e$ be denoted by the same symbol. Then $\sigma$ is an involution of the Lie algebra $\mathfrak{g}$, which therefore decomposes as the direct sum

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{q} \tag{1.1}
\end{equation*}
$$

where $\mathfrak{h}, \mathfrak{q}$ are the +1 and -1 eigenspaces for $\sigma$. We note that $\mathfrak{h}$ equals the Lie algebra of $H$ and that the decomposition (1.1) is invariant under the adjoint action by $H$. It can be shown that there exists a non-degenerate indefinite inner product $\beta_{e}$ on $\mathfrak{q}$, which is $H$-invariant. Indeed, if $\mathfrak{g}$ is semisimple then the restriction of the Killing form has this property; in general one may take $\beta_{e}$ to be a suitable extension to $\mathfrak{q}$ of the Killing form's restriction to $[\mathfrak{g}, \mathfrak{g}] \cap \mathfrak{q}$. From $T_{e H}(G / H) \simeq \mathfrak{g} / \mathfrak{h} \simeq \mathfrak{q}$ and the $H$-invariance of $\beta_{e}$ it follows that $\beta_{e}$ induces a $G$-invariant pseudo-Riemannian metric on $G / H$ by the formula

$$
\beta_{g H}:=\left(\ell_{g}^{-1}\right)^{*} \beta_{e} \quad(g \in G)
$$

The natural map $\bar{\sigma}: G / H \rightarrow G / H, g H \mapsto \sigma(g) H$ can be shown to be the geodesic reflection in the origin $e H$ for the metric $\beta$. By homogeneity it follows that the (locally defined) geodesic reflection $S_{x}$ at any point $x \in \mathrm{X}$ extends to a global isometry. A space with this property is called symmetric. For a more general definition of symmetric space we refer the reader to [82], p. 98.

The following are motivating and guiding examples of symmetric spaces.
Example 1.1 (The Riemannian case) Assume that $G^{\sigma}$ is a maximal compact subgroup of $G$ and let $H=G^{\sigma}$. The Killing form's restriction to $[\mathfrak{g}, \mathfrak{g}] \cap \mathfrak{q}$ extends to an $H$-invariant positive definite inner product on $\mathfrak{q}$, so that $\mathrm{X}=G / H$ is a Riemannian symmetric space. In this case the involution $\sigma$ is called a Cartan involution and it is customary to write $K=H$ and $\sigma=\theta$. By the work of E. Cartan, it is well known that every Riemannian symmetric space of the non-compact type arises in this fashion, see [63] for details.

Example 1.2 (The case of the group) Let ${ }^{\prime} G$ be a reductive group, then $G={ }^{\prime} G \times{ }^{\prime} G$ is reductive as well. The group $G$ acts transitively on ${ }^{\prime} G$ by the left times right action given by $\left(g_{1}, g_{2}\right) \cdot x=g_{1} x g_{2}^{-1}$. The stabilizer of
${ }^{`} e$ in $G$ equals the diagonal subgroup $H=\operatorname{diagonal}\left({ }^{`} G \times{ }^{`} G\right.$ ) of $G$. Hence, the map $\left(g_{1}, g_{2}\right) \mapsto g_{1} g_{2}^{-1}$ induces an isomorphism of $G$-spaces

$$
G / H \simeq \simeq^{`} G .
$$

Moreover, $H=G^{\sigma}$, where $\sigma$ is the involution of $G$ defined by $\left(g_{1}, g_{2}\right) \mapsto$ $\left(g_{2}, g_{1}\right)$.

( $\mathrm{p}=1$ )

$$
\mathrm{X}_{p, q} \text { for } p=1
$$

Example 1.3 (The real hyperbolic spaces) Let $p, q \geq 1$ be integers, and put $n=p+q$. We agree to write $x=\left(x^{\prime}, x^{\prime \prime}\right)$ according to $\mathbb{R}^{n} \simeq \mathbb{R}^{p} \times \mathbb{R}^{q}$. Let $(\cdot, \cdot)$ denote the standard inner products on $\mathbb{R}^{p}$ and $\mathbb{R}^{q}$ and define the indefinite inner product $\beta$ on $\mathbb{R}^{n}$ by

$$
\beta(x, y)=\left(x^{\prime}, y^{\prime}\right)-\left(x^{\prime \prime}, y^{\prime \prime}\right) .
$$

The real hyperbolic space $\mathrm{X}_{p, q}$ is defined to be the submanifold of $\mathbb{R}^{n}$ consisting of points $x$ with $\beta(x, x)=1$, or, written out in coordinates,

$$
x_{1}^{2}+\cdots x_{p}^{2}-x_{p+1}^{2}-\cdots-x_{n}^{2}=1 .
$$

Moreover, if $p=1$, we impose the additional condition $x_{1}>0$ to ensure that $\mathrm{X}_{p, q}$ is connected. In this case we may visualize $\mathrm{X}_{p, q}$ as in the picture above. In case $p>1$, we may visualize the space $\mathrm{X}_{p, q}$ as in the picture below.


The stabilizer of $\beta$ in $\operatorname{SL}(n, \mathbb{R})$ is denoted by $\mathrm{SO}(p, q)$. Its identity component $\mathrm{SO}_{e}(p, q)$ acts transitively on $\mathrm{X}_{p, q}$. Moreover, the stabilizer of $e_{1}=$ $(1,0, \ldots, 0)$ equals $\mathrm{SO}_{e}(p-1, q)$, so that

$$
\mathrm{X}_{p, q} \simeq \mathrm{SO}_{e}(p, q) / \mathrm{SO}_{e}(p-1, q)
$$

We define a pseudo-Riemannian structure $\bar{\beta}$ on $\mathrm{X}_{p, q}$ by

$$
\bar{\beta}_{x}=\left.\beta\right|_{T_{x} \mathrm{X}_{p, q}} .
$$

Clearly, $\bar{\beta}$ is $\mathrm{SO}_{e}(p, q)$-invariant. Moreover, from

$$
T_{e_{1}} \mathrm{X}_{p, q} \simeq \mathbb{R}^{p-1} \times \mathbb{R}^{q}
$$

we read off that $\bar{\beta}$ has signature $(p-1, q)$. Thus, if $p=1$ then $\mathrm{X}_{p, q}$ is Riemannian; if $p>1$ then $\mathrm{X}_{p, q}$ is pesudo-Riemannian, and one can show that $\mathrm{X}_{p, q}$ lies outside the range of Examples 1.1 and 1.2 in case $p=q=2$.

We leave it to the reader to check that the geodesics on $\mathrm{X}_{p, q}$ are the intersections of $\mathrm{X}_{p, q}$ with two dimensional linear subspaces of $\mathbb{R}^{n}$. This is readily seen for the geodesics through the origin $e_{1}$; the other geodesics are
obtained under the action of $\mathrm{SO}_{e}(p, q)$. The geodesic reflection in the origin $e_{1}$ is given by the restriction to $\mathrm{X}_{p, q}$ of the map $S: x \mapsto\left(x_{1},-x_{2}, \ldots,-x_{n}\right)$.

Finally, we mention that the hyperbolic spaces can also be defined over the fields of complex and quaternion numbers, in which case they correspond to the symmetric pairs $(\mathrm{SU}(p, q), \mathrm{S}(\mathrm{U}(1) \times \mathrm{U}(p-1, q))$ and $(\mathrm{Sp}(p, q), \mathrm{Sp}(1) \times$ Sp $(p-1, q))$, respectively.

## The Plancherel decomposition

Being reductive, the groups $G$ and $H$ are unimodular. Therefore, the symmetric space $\mathrm{X}=G / H$ carries a $G$-invariant measure, which we denote by $d x$. The associated space of square integrable functions on X is denoted by $L^{2}(\mathrm{X})=L^{2}(\mathrm{X}, d x)$. This space is invariant under left translation, by invariance of the measure. Accordingly we define the so-called left regular representation $L$ of $G$ in $L^{2}(\mathrm{X})$ by

$$
\begin{equation*}
L_{g} f(x)=f\left(g^{-1} x\right), \tag{1.2}
\end{equation*}
$$

for $f \in L^{2}(\mathrm{X}), x \in \mathrm{X}, g \in G$. This representation is unitary, again by invariance of the measure $d x$.

The Plancherel theorem for X describes the decomposition of $\left(L, L^{2}(\mathrm{X})\right)$ as a direct integral of unitary representations

$$
\begin{equation*}
\left(L, L^{2}(\mathrm{X})\right) \simeq \int_{\widehat{G}}^{\oplus} m_{\pi} \pi d \mu(\pi) . \tag{1.3}
\end{equation*}
$$

Here $\widehat{G}$ denotes the set of equivalence classes of irreducible unitary representations of $G$, equipped with a certain topology. Moreover, $d \mu$ is a Borel measure on $\widehat{G}$, called the Plancherel measure. Finally, $\pi \mapsto m_{\pi}$ is a measurable function on $\widehat{G}$ with values in $\mathbb{N} \cup\{\infty\}$, describing the multiplicities by which the reprentations $\pi$ enter the multiplicities. In the next section we will describe the meaning of the above formula in more detail. It amounts to a far reaching generalization of the Plancherel theorems for both Fourier series and Fourier transform in Euclidean space.

From Examples 3.1 and 3.2 one sees that the Plancherel theorem for reductive symmetric spaces includes both the Plancherel theorem for Riemannian symmetric spaces and the Plancherel theorem for real reductive groups. In the Riemannian case the Plancherel theorem was established by Harish-Chandra [50], [51] up to two conjectures, the first one concerning a property of the Plancherel measure and the second involving a certain completeness result (injectivity of the associated Fourier transform). The first of
these conjectures was established by S. G. Gindikin and S. Karpelevič [48], who in fact explicitly determined the Plancherel measure. The completeness result was established through the works by S. Helgason [60] and R. Gangolli [47] on the Paley-Wiener theorem and independently by Harish-Chandra as a by-product of the theory of the discrete series, [53].

In the case of the group, see Example 1.2, the Plancherel theorem was established by Harish-Chandra, in a monumental series of papers, including those on the discrete series, [53] and [54], and culminating in [56] - [58].

For the hyperbolic spaces, see Example 1.3, the Plancherel formula was obtained by several authors, of whom we mention V. Molchanov [72], W. Rossmann [81] and J. Faraut [43]. In other special cases the Plancherel formula was obtained by G. van Dijk and M. Poel [79] and by N. Bopp and P. Harinck [27]. For the general class of symmetric spaces of type $G_{\mathbb{C}} / G$ the Plancherel theorem was established by P. Harinck [49].

The theory of harmonic analysis on general symmetric spaces, in terms of their general structure theory, gained momentum in the beginning of the 1980's with the appearance of the wonderful papers [78], by T. Oshima and J. Sekiguchi on the continuous spectrum for a general class of symmetric spaces, and [45], by M. Flensted-Jensen on the discrete series for symmetric spaces. The ideas of the latter paper inspired the fundamental paper [77] by T. Oshima and T. Matsuki on the classification of the discrete series. At that point it became clear that the determination of the full Plancherel decomposition was a reasonable goal to strive for. Such a result was announced by Oshima in the 1980's, see [75], p. 608, but the details have not appeared.

Starting from the papers [5] and [6] on the so-called minimal principal series, E.P. van den Ban and H. Schlichtkrull determined the most-continuous part of the Plancherel decomposition in the early 1990's, see [16]. A survey of this work can be found in [82]. In the meantime, P. Delorme, partly in collaboration with J. Carmona, developed the theory of the generalized principal series, see [34], [38], [35], [39]. In all papers mentioned in this paragraph the influence of Harish-Chandra's work in the case of the group is very strong.

In the fall of 1995, during the special year at the Mittag-Leffler Institute near Stockholm, Sweden, Delorme on the one hand and Van den Ban and Schlichtkrull on the other, independently announced to have found a proof for the general Plancherel theorem. At the same time Van den Ban and Schlichtkrull announced a proof of the Paley-Wiener theorem as well. It should be mentioned that in their original proof of the Plancherel theorem they needed Delorme's results from [39] and [38] on the so-called Maass-

Selberg relations. In the meantime they have found an independent proof of these relations.

The two now existing proofs of the Plancherel theorem are very different. Delorme's proof, which has appeared in [40], builds on the above mentioned theory of the representations of the generalized principal series, in turn based on the theory of the discrete series, and on a detailed study of the associated Eisenstein integrals. In Delorme's work, the Maass-Selberg relations are obtained through a technique called truncation of inner products, see [39], which in turn is inspired by work of J. Arthur [2]. The completeness part of the proof relies on an idea of J. Bernstein [25]. We refer the reader to Delorme's exposition, elsewhere in this volume, for more information on his strategy of proof.

The proofs of the Plancherel and Paley-Wiener theorem by Van den Ban and Schlichtkrull are based on a Fourier inversion theorem, published in [17]. The proofs have now appeared in [21], [22] and [23]. In the present exposition the strategy of their proof of the Plancherel theorem will be explained. Elsewhere in this volume, Schlichtkrull will discuss the PaleyWiener theorem.

For other surveys of the general theory we refer the reader to the papers [11], [19], [9] and [41].

## Outline of the exposition

In the next section we will first give a description of the general idea of what a Plancherel decomposition amounts to. In particular we shall indicate the interaction with invariant differential operators that plays such an important role in the theory. These ideas will be illustrated with the the classical examples of Fourier series, the Peter-Weyl theorem for compact groups and the Plancherel decomposition for compact symmetric spaces.

We then proceed, in Section 3, by discussing the structure theory for reductive symmetric spaces in terms of the structure theory of reductive algebras. In Section 4 we discuss the structure of the algebra of invariant operators and its interaction with the discrete series of reductive symmetric spaces. The necessary preparations for the description of the Plancherel decompostions are continued with the description in Section 6 of the structure of the so-called $\sigma$-parabolic subgroups of $G$. These are of importance for the definition of the generalized principal series of representations in Section 7. Finally, in Sections 8 and 9, the preparations are finished with the description of the $H$-fixed generalized vectors of the principal series and the action of the algebra of invariant differential operators on them.

In Section 10 we give the precise formulation of the Plancherel theorem in the sense of representation theory, both in unnormalized and normalized form. In the subsequent Section 11 we show that reduction to $K$-finite functions leads to the equivalent Plancherel theorem for spherical Schwartz functions. In particular we motivate and give the definition of Eisenstein integrals. In Section 12 the most continuous part of the Plancherel decomposition is characterized by the help of certain differential operators. At that point the exposition will have covered the description of the Plancherel decomposition in an order that is transparent from the point of view of exposition. In contrast, the logical order of the proof is very different.

In the final three sections we give a sketch of the main arguments in the proof. First, in Section 13, we sketch the proof of the most continuous part of the Plancherel decomposition, based on a Paley-Wiener shift argument. In this shift, certain residual contributions are cancelled out by the action of invariant differential operators. However, it turns out that the residues can be controlled by means of a residue calculus for root systems that we briefly explain in the next section. This leads to a full Fourier inversion theorem. In the final section we explain how the Plancherel theorem can be deduced from this Fourier inversion theorem. At the very end, the associated Fourier transforms that enter the analysis through the residue calculus, are related to representation theory.

## 2 Direct integral decomposition

## Introduction

In this section we will discuss direct integral decompositions of the type mentioned in (1.3). We will avoid the machinery of the general represention theory of locally compact groups or $C^{*}$-algebras in which this notion is defined in a precise way, see, e.g., [42] and [89]. To avoid these technicalities we have chosen for a somewhat naive presentation. Its sole purpose is to provide motivation for the constructions, definitions and results that will be presented later in the particular setting of reductive symmetric spaces. Let us first consider some motivating examples.

## Fourier series

From the representation theoretic point of view the theory of Fourier series may be described as follows. Let $G=\mathbb{R} / 2 \pi \mathbb{Z}, H=\{0\}$, then $\mathrm{X}=G / H \simeq$
$\mathbb{R} / 2 \pi \mathbb{Z}$. Let $d x / 2 \pi$ denote translation invariant measure on X , normalized by $\int_{\mathrm{X}} \frac{d x}{2 \pi}=1$. There is a natural unitary representation $L$ of $G$ on $L^{2}(\mathrm{X})$ given by $L_{g} f(x)=f(-g+x)$.

For $n \in \mathbb{Z}$, let $L^{2}(\mathrm{X})_{n}$ denote the one-dimensional complex linear space spanned by the exponential function $x \mapsto e^{i n x}$. Then

$$
L^{2}(\mathrm{X})=\widehat{\oplus}_{n \in \mathbb{Z}} L^{2}(\mathrm{X})_{n},
$$

the sum being orthogonal and $G$-invariant. The projection operator onto $L^{2}(\mathrm{X})_{n}$ is given by $f \mapsto \hat{f}(n) e^{i n}$, wherein $f \mapsto \hat{f}$, the Fourier transform, is given by

$$
\hat{f}(n)=\left\langle f, e^{i n \cdot}\right\rangle_{L^{2}(\mathrm{X})}=\int_{0}^{2 \pi} f(x) e^{-i n x} \frac{d x}{2 \pi} .
$$

Here and in the following, complex positive definite inner products will be denoted by $\langle\cdot, \cdot\rangle$, and will be assumed to be anti-linear in the second variable.

The Fourier transform maps $L^{2}(\mathrm{X})$ into the space $\mathbb{C}^{\mathbb{Z}}$ of functions $\mathbb{Z} \rightarrow$ $\mathbb{C}$ and intertwines the $G$-action on the first of these spaces with the $G$ action on the second given by $x \cdot\left(c_{n}\right)_{n \in \mathbb{Z}}=\left(e^{-i n x} c_{n}\right)_{n \in \mathbb{Z}}$. The Plancherel theorem asserts that the Fourier transform is an isometry from $L^{2}(\mathrm{X})$ onto $\ell^{2}(\mathbb{Z})$; whence the Parseval identities. Equivalently, the Fourier transform is inverted by its adjoint $\mathcal{J}$, which is given by

$$
\left(c_{n}\right)_{n \in \mathbb{Z}} \mapsto \sum_{n \in \mathbb{Z}} c_{n} e^{i n .}
$$

## The Peter-Weyl theorem

This theorem generalizes the theory of Fourier series to the case of a compact group $G$. We fix a choice of bi-invariant Haar measure $d x$ on $G$ by requiring it to be normalized, i.e., $\int_{G} d x=1$. The left regular representation $L$ and the right regular representation $R$ of $G$ in the associated space of square integrable representations are defined by

$$
\begin{equation*}
L_{g} f(x)=f\left(g^{-1} x\right) \quad \text { and } \quad R_{g} f(x)=f(x g), \tag{2.1}
\end{equation*}
$$

for $f \in L^{2}(G), g \in G$ and $x \in G$. These representations are unitary, by biinvariance of the measure. Accordingly, the exterior tensor product $L \otimes R$ defines a unitary representation of $G \times G$ in $L^{2}(G)$.

Let $\widehat{G}$ be the set of (equivalence classes of) irreducible unitary representations of $G$. According to the Peter-Weyl theorem the following is a
$G \times G$-invariant orthogonal direct sum decomposition,

$$
\begin{equation*}
L^{2}(G)=\widehat{\oplus}_{\delta \in \widehat{G}} L^{2}(G)_{\delta}, \tag{2.2}
\end{equation*}
$$

where each space $L^{2}(G)_{\delta}$ can be described as follows. Let $V_{\delta}$ be a finite dimensional Hilbert space in which $\delta$ is unitarily realized. Then $L^{2}(G)_{\delta}$ is the image of the map $\mathrm{M}_{\delta}: \operatorname{End}\left(V_{\delta}\right) \rightarrow C^{\infty}(G)$ given by

$$
\mathrm{M}_{\delta}(T)(x)=\operatorname{tr}\left(\delta(x)^{-1} \circ T\right) \quad\left(T \in \operatorname{End}\left(V_{\delta}\right), x \in G\right)
$$

The map $\mathrm{M}_{\delta}$ intertwines the representation $\delta \otimes \delta^{*}$ of $G \times G$ in $\operatorname{End}\left(V_{\delta}\right) \simeq$ $V_{\delta} \otimes V_{\delta}^{*}$ with the representation $L \otimes R$ of $G \times G$ in $L^{2}(G)$. The latter is unitary because $d x$ is bi- $G$-invariant. We equip End $\left(V_{\delta}\right)$ with the HilbertSchmid (or tensor) inner product $\langle\cdot, \cdot\rangle_{\text {HS }}$ and denote the associated norm by $\|\cdot\|_{\text {HS }}$. Then by the Schur orthogonality relations, the map $\sqrt{\operatorname{dim} \delta} \mathrm{M}_{\delta}$ is an isometry, for every $\delta \in \widehat{G}$.

A straightforward calculation shows that the adjoint of $\mathrm{M}_{\delta}: \operatorname{End}\left(V_{\delta}\right) \rightarrow$ $L^{2}(G)$ is given by the map $L^{2}(G) \rightarrow \operatorname{End}\left(V_{\delta}\right), f \mapsto \delta(f)$, where, as usual,

$$
\begin{equation*}
\delta(f):=\int_{G} f(x) \delta(x) d x \tag{2.3}
\end{equation*}
$$

It follows that for every $\delta \in \widehat{G}$ the map $f \mapsto \sqrt{\operatorname{dim} \delta} \delta(f)$ is an isometry $L^{2}(G)_{\delta} \rightarrow \operatorname{End}\left(V_{\delta}\right)$. Accordingly, if $f \in L^{2}(G)$, then

$$
\|f\|_{L^{2}(G)}^{2}=\sum_{\delta \in \widehat{G}} \operatorname{dim}(\delta)\|\delta(f)\|_{\mathrm{HS}}^{2} .
$$

We equip the algebraic direct sum of the spaces End $\left(V_{\delta}\right)$, for $\delta \in \widehat{G}$, with the direct sum of the inner products $\operatorname{dim}(\delta)\langle\cdot, \cdot\rangle_{\text {HS }}$. The completion of this pre-Hilbert space is denoted by

$$
\begin{equation*}
\mathfrak{H}:=\widehat{\oplus}_{\delta \in \widehat{G}} \operatorname{End}\left(V_{\delta}\right) . \tag{2.4}
\end{equation*}
$$

The direct sum $\pi$ of the representations $\delta \otimes \delta^{*}$ is a unitary representation of $G \times G$ in $\mathfrak{H}$.

For $f \in L^{2}(G)$ we define the Fourier transform $\hat{f} \in \mathfrak{H}$ by $\hat{f}(\delta)=\delta(f) \in$ End $\left(V_{\delta}\right)$, for every $\delta \in \widehat{G}$. Then the Peter-Weyl theorem implies that the Fourier transform $f \mapsto \hat{f}$ defines an isometry $L^{2}(G) \simeq \mathfrak{H}$, intertwining the unitary representations $L \otimes R$ and $\pi$ of $G \times G$. This result is called the Plancherel theorem for the group $G$. The associated decomposition

$$
\begin{equation*}
L \otimes R \simeq \widehat{\oplus}_{\delta \in \widehat{G}} \delta \otimes \delta^{*} \tag{2.5}
\end{equation*}
$$

as a representation of $G \times G$ is called the Plancherel decomposition. Its constituents $\delta \otimes \delta^{*}$ are mutually inequivalent irreducible representations of $G \times G$. For this reason, the decomposition (2.5) is said to be multiplicity free with respect to the action of $G \times G$. We thus see that it is very natural to view the group $G$ as equipped with the left times right action of $G \times G$. This amounts to viewing the group as a symmetric space for $G \times G$, as explained in in Example 1.2.

By the Plancherel theorem, the inverse $\mathcal{J}$ of the Fourier transform equals its transpose, hence is given by the formula

$$
\mathcal{J}(T)=\sum_{\delta \in \widehat{G}} \operatorname{dim} \delta \mathrm{M}_{\delta}\left(T_{\delta}\right)
$$

for $T=\left(T_{\delta} \mid \delta \in \widehat{G}\right) \in \mathfrak{H}$. In particular, the orthogonal projection $P_{\delta}$ : $L^{2}(G) \rightarrow L^{2}(G)_{\delta}$ is given by

$$
\begin{equation*}
P_{\delta}(f)=\operatorname{dim} \delta \mathrm{M}_{\delta}(\hat{f}(\delta)) \tag{2.6}
\end{equation*}
$$

We end this discussion with a slightly different description of the map $\mathrm{M}_{\delta}$. If $V$ is a complex linear space then by $\bar{V}$ we denote its conjugate. Thus, as a real linear space $\bar{V}$ equals $V$, but the complex multiplication is given by $(z, v) \mapsto \bar{z} v, \mathbb{C} \times \bar{V} \rightarrow \bar{V}$.

A sesquilinear inner product $\langle\cdot, \cdot\rangle_{V}$ on $V$ may now be viewed as a complex bilinear map $V \times \bar{V} \rightarrow \mathbb{C}$. If $V$ is a Hilbert space for $\langle\cdot, \cdot\rangle$, then the map $\eta \mapsto\langle\cdot, \eta\rangle_{V}$ induces an isomorphism from $\bar{V}$ onto the dual Hilbert space $V^{*}$, via which we shall identify. Note that the dual inner product on $V^{*}$ corresponds with the inner product on $\bar{V}$ given by $\langle v, w\rangle_{\bar{V}}=\langle w, v\rangle_{V}$ for $v, w \in \bar{V}$.

The map $\mathrm{M}_{\delta}$ may now also be described as the matrix coefficient map $V_{\delta} \otimes \bar{V}_{\delta} \rightarrow C^{\infty}(G)$ given by

$$
\begin{equation*}
\mathrm{M}_{\delta}(v \otimes \eta)(x)=\langle v, \delta(x) \eta\rangle_{V_{\delta}} \tag{2.7}
\end{equation*}
$$

for $v \in V_{\delta}, \eta \in \bar{V}_{\delta}$ and $x \in G$.

## Compact homogeneous spaces

Let $G$ be a compact Lie group and $H$ a closed subgroup. Put $\mathrm{X}=G / H$ and let $d x$ be normalized invariant measure of X . Then we may identify $L^{2}(\mathrm{X})$ with the subspace $L^{2}(G)^{H}$ of right- $H$-invariant functions in $L^{2}(G)$.

Accordingly, the left regular representation $L_{\mathrm{X}}$ of $G$ in $L^{2}(\mathrm{X})$ coincides with the restriction of $L$.

Let the matrix coefficient map $M_{\delta}: V_{\delta} \otimes \bar{V}_{\delta} \rightarrow C^{\infty}(G)$ be defined as in (2.7), and put

$$
\mathrm{M}_{\mathrm{X}, \delta}:=\left.\mathrm{M}_{\delta}\right|_{V_{\delta} \otimes \bar{V}_{\delta}^{H}} .
$$

Then by right equivariance of $\mathrm{M}_{\delta}$ it follows that $\mathrm{M}_{\mathrm{X}, \delta}$ maps $V_{\delta} \otimes \bar{V}_{\delta}^{H}$ bijectively onto

$$
L^{2}(\mathrm{X})_{\delta}:=L^{2}(G)_{\delta} \cap L^{2}(G)^{H} .
$$

Moreover, the map $\mathrm{M}_{\mathrm{X}, \delta}$ intertwines the $G$-representations $\delta \otimes 1$ and $L$. The adjoint of the map $\mathrm{M}_{\mathrm{X}, \delta}$ is readily seen to be given by

$$
f \mapsto \hat{f}_{X}(\delta):=\left.\hat{f}(\delta)\right|_{V_{\delta}^{H}} \in V_{\delta} \otimes \bar{V}_{\delta}^{H} .
$$

Let $\widehat{G}_{H}$ denote the set of $\delta \in \widehat{G}$ with the property that $\bar{V}_{\delta}$ has non-trivial $H$ invariant elements. Then it follows from the invariance of the decomposition (2.2) that

$$
\begin{equation*}
L^{2}(\mathrm{X})=\widehat{\oplus}_{\delta \in \widehat{G}_{H}} L^{2}(\mathrm{X})_{\delta} . \tag{2.8}
\end{equation*}
$$

Moreover, the orthogonal projection $P_{\delta}$ from $L^{2}(\mathrm{X})$ onto $L^{2}(\mathrm{X})_{\delta}$ is now given by the formula

$$
P_{\delta}(f)=\operatorname{dim} \delta \mathrm{M}_{\mathrm{X}, \delta}\left(\hat{f}_{\mathrm{X}}(\delta)\right)
$$

Next, let $\mathfrak{H}, \pi$ be defined as in (2.4) and let $\mathfrak{H}_{X}$ be the closed subspace of $\mathfrak{H}$ consisting of elements that are $\pi(e, h)$-invariant for all $h \in H$. Then

$$
\mathfrak{H}_{X}=\widehat{\oplus}_{\delta \in \widehat{G}} V_{\delta} \otimes \bar{V}_{\delta}^{H}
$$

Let $\pi_{X}$ be the representation of $G$ in $\mathfrak{H}_{X}$ given by $\pi_{X}(g)=\pi(g, e)$, for $g \in G$. Thus, $\pi_{X}$ is the orthogonal direct sum of the representations $\delta \otimes 1$, for $\delta \in \widehat{G}$. The above reasoning leads to the following Plancherel theorem for the compact homogeneous space X .

The Fourier transform $f \mapsto \hat{f}_{X}$ defines an isometry from $L^{2}(\mathrm{X})$ onto $\mathfrak{H}_{X}$, which intertwines the representations $L_{\mathrm{X}}$ and $\pi_{X}$ of $G$. Thus, we have the unitary equivalence

$$
\begin{equation*}
L_{\mathrm{X}} \simeq \widehat{\oplus}_{\delta \in \widehat{G}_{H}} m_{\delta} \delta, \tag{2.9}
\end{equation*}
$$

where $m_{\delta}=\operatorname{dim}\left(\bar{V}_{\delta}^{H}\right)$. Moreover, the inverse transform $\mathcal{J}_{\mathrm{X}}$ is the adjoint of $f \mapsto \hat{f}_{\mathrm{X}}$ and given by

$$
\mathcal{J}_{\mathrm{X}}(T)=\sum_{\delta \in \widehat{G}_{H}} \operatorname{dim} \delta \mathrm{M}_{\mathrm{X}, \delta}\left(T_{\delta}\right)
$$

for $T \in \mathfrak{H} \mathrm{X}$.

## Compact symmetric spaces

We retain the notation of the previous subsection, and assume in addition that $G$ is a compact connected semisimple Lie group and that the subgroup $H$ is the group $G^{\sigma}$ of fixed points for an involution $\sigma$ of $G$. Then the associated homogeneous space $\mathrm{X}=G / H$ is a compact symmetric space. In this case it is known that

$$
\begin{equation*}
\operatorname{dim} \bar{V}_{\delta}^{H}=1 \tag{2.10}
\end{equation*}
$$

for $\delta \in \widehat{G}_{H}$. Thus, it follows from (2.9) that $\left(L_{\mathrm{X}}, L^{2}(\mathrm{X})\right)$ admits the multiplicity free decomposition

$$
\begin{equation*}
L_{\mathrm{X}} \sim \oplus_{\delta \in \widehat{G}_{H}} \delta \tag{2.11}
\end{equation*}
$$

If $G=\mathrm{SO}(n), H=\mathrm{SO}(n-1)$, then $\mathrm{X}=S^{n}$ and the decomposition corresponds to the one known from the theory of spherical harmonics.

## The compact group as a symmetric space

We now assume that ' $G$ is a compact Lie group. Then by the Peter-Weyl theorem for the group ' $G$ we have the Plancherel decomposition (2.5) which now becomes the following decomposition of the exterior tensor product representation $L \otimes R$ of ' $G \times{ }^{\prime} G$ in $L^{2}\left({ }^{`} G\right)$,

$$
\begin{equation*}
L \otimes R \simeq \widehat{\oplus}_{\delta \in \in^{\top} \widehat{G}} \delta \otimes \delta^{*} \tag{2.12}
\end{equation*}
$$

As said earlier, this shows that it is very natural to view ${ }^{`} G$ as a homogeneous space for $G:={ }^{`} G \times{ }^{`} G$ via the left times right action. As in Example 1.2 this viewpoint leads to the natural identification of the $G$-space ' $G$ with the symmetric $G$-space $\mathrm{X}:=G / H$, where $H$ is the diagonal subgroup of ' $G \times{ }^{\prime} G$. The identification naturally induces an isometry $L^{2}\left({ }^{( } G\right) \simeq L^{2}(\mathrm{X})$, via which $L \otimes R$ corresponds with the left regular representation $L_{\mathrm{X}}$ of $G$ in $L^{2}(\mathrm{X})$. Thus, (2.12) amounts to the Plancherel decomposition for the space X.

On the other hand, since X is a compact symmetric space for $G$, the Plancherel decomposition (2.11) can be obtained as a consequence of the Peter-Weyl theorem for $G$. We will proceed to identify it with the decomposition (2.12). The irreducible representations of $G$ are the representations of the form $\delta \otimes \rho$, with $\delta$ and $\rho$ irreducible representations of ${ }^{`} G$. Let $V_{\delta}$ and $V_{\rho}$ be (finite dimensional) Hilbert spaces in which $\delta$ and $\rho$ are realized, respectively. Then

$$
\left(V_{\delta} \otimes V_{\rho}\right)^{H} \simeq \operatorname{Hom}_{{ }_{G}}\left(V_{\rho}^{*}, V_{\delta}\right),
$$

naturally. It follows that the map $\delta \mapsto \delta \otimes \delta^{*}$ induces a bijection

$$
{ }^{`} \widehat{G} \simeq \widehat{G}_{H}
$$

Moreover, if $\delta \in{ }^{\prime} \widehat{G}$, then $\left(V_{\delta} \otimes V_{\delta}^{*}\right)^{H} \simeq \mathbb{C} I$, by Schur's lemma, which is in agreement with the more general assertion (2.10). The decomposition (2.11) is thus seen to coincide with (2.12).

## Harmonic analysis on non-compact spaces

If the reductive symmetric space $\mathrm{X}=G / H$ is compact, then the Plancherel decomposition corresponds to the decomposition of $L^{2}(\mathrm{X})$ into invariant subspaces, which are finite multiples of irreducible representations, see (2.8).

In contrast, this cannot be expected when X is non-compact. This is already apparent from the classical example $G=\mathbb{R}^{n}, H=\{0\}, \mathrm{X}=\mathbb{R}^{n}$. The irreducible unitary representations of $G$ are all 1-dimensional and given by $\pi_{\xi}: G \times \mathbb{C} \rightarrow \mathbb{C},(x, z) \mapsto e^{-\xi(x)} z$, with $\xi \in i \mathbb{R}^{n *}=i\left(\mathbb{R}^{n}\right)^{*}$.

Fix a choice of Lebesgue measure $d x$ on $\mathbb{R}^{n}$, then there is a Fourier transform $f \mapsto \hat{f}$ given by

$$
\hat{f}(\xi)=\int_{\mathbb{R}^{n}} f(x) \overline{e^{\xi(x)}} d x
$$

for functions $f$ in $C^{\infty}\left(\mathbb{R}^{n}\right)$ with sufficiently rapid decay at infinity. Let $L$ be the natural unitary representation of $G$ on $L^{2}\left(\mathbb{R}^{n}\right)$ given by $L_{a} f(x)=$ $f(-a+x)$. Then the Fourier transform has the intertwining property

$$
\left(L_{a} f\right)^{\wedge}(\xi)=\pi_{\xi}(a) \hat{f}(\xi) \quad\left(\xi \in i \mathbb{R}^{n *}, a \in \mathbb{R}^{n}\right)
$$

The Plancherel theorem asserts that there exists a (unique) normalization $d \xi$ of Lebesgue measure on $i\left(\mathbb{R}^{n}\right)^{*} \simeq \widehat{G}$ such that $f \mapsto \hat{f}$ extends to an isometry

$$
L^{2}\left(\mathbb{R}^{n}, d x\right) \simeq L^{2}\left(i \mathbb{R}^{n *}, d \xi\right)
$$

In particular, the inverse of the Fourier transform is given by its adjoint $\mathcal{J}$. In view of the fact that the Fourier transform is a continuous linear map from the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$ to the Schwartz space $\mathcal{S}\left(i \mathbb{R}^{n *}\right)$ it readily follows that

$$
\begin{equation*}
\mathcal{J} \varphi(x)=\int_{i\left(\mathbb{R}^{n}\right)^{*}} \varphi(\xi) e^{\xi(x)} d \xi \tag{2.13}
\end{equation*}
$$

for $\varphi \in \mathcal{S}\left(i\left(\mathbb{R}^{n}\right)^{*}\right)$. The identity $\mathcal{J} \circ \mathfrak{F}=I$ combined with (2.13) leads to the inversion formula

$$
f(x)=\int_{i\left(\mathbb{R}^{n}\right)^{*}} \hat{f}(\xi) e^{\xi(x)} d \xi, \quad\left(x \in \mathbb{R}^{n}\right)
$$

for $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. It exhibits each Schwartz function $f$ as a superposition of the functions $f_{\xi}: x \mapsto \hat{f}(\xi) e^{\xi}$, for $\xi \in i \mathbb{R}^{n *}$. However, none of the components $f_{\xi}$ is contained in $L^{2}\left(\mathbb{R}^{n}\right)$. For each $\xi$, let $\mathcal{H}_{\xi}$ be the one-dimensional linear span of the function $e^{\xi}$ in $C^{\infty}\left(\mathbb{R}^{n}\right)$. Then $\mathcal{H}_{\xi}$ is an invariant subspace for the left regular representation of $G$ in $C^{\infty}\left(\mathbb{R}^{n}\right)$. The restriction of the left regular representation to $\mathcal{H}_{\xi}$ is equivalent to $\pi_{\xi}$. Thus, the Plancherel decomposition for the Euclidean Fourier transform yields a decomposition of $L$ into irreducible unitary representations that may be realized on invariant subspaces $\mathcal{H}_{\xi}$ of $C^{\infty}\left(\mathbb{R}^{N}\right)$.

For a general reductive symmetric space $\mathrm{X}=G / H$ of the non-compact type there exist analogues of the components $f_{\xi} \in \mathcal{H}_{\xi}$ mentioned above, with $\xi$ ranging over the irreducible unitary representations of $G$. However, due to the fact that these representations generally are infinite dimensional, we shall only require that the so-called subspaces of smooth vectors of $\mathcal{H}_{\xi}$ are realized as invariant subspaces of $C^{\infty}(\mathrm{X})$.

## The abstract Plancherel theorem

Let $\mathrm{X}=G / H$ be a reductive symmetric space of Harish-Chandra's class and let $d x$ be a choice of invariant measure on $\mathrm{X}:=G / H$. In this subsection we shall give a naive description of the 'abstract' Plancherel theorem.

We begin by observing that in the Riemannian case, with $H=K$ a maximal compact subgroup, the Plancherel theorem for $G / K$ can be derived from the similar theorem for $G$, since $L^{2}(G / K)$ may be identified with the space of right $K$-invariant functions in $L^{2}(G)$. Accordingly, the irreducible unitary representations entering the decomposition of $L^{2}(G / K)$ must possess a $K$-fixed vector. Thus, in this case the situation is similar to that of the compact symmetric spaces.

In the general situation, where $H$ is non-compact, such a simple relation does not exist. Nevertheless, $H$-fixed vectors do play an important role. They do not exist as vectors in Hilbert space, but rather as distribution, or generalized vectors.

Let $\pi$ be a continuous representation of $G$ in a Hilbert space $\mathcal{H}$. A vector $v \in \mathcal{H}$ is called smooth if the map $G \rightarrow \mathcal{H}, x \mapsto \pi(x) v$ is $C^{\infty}$. The space of smooth vectors is denoted by $\mathcal{H}^{\infty}$. It is a natural representation space for $G$ and $\mathfrak{g}$, hence for $U(\mathfrak{g})$, the universal enveloping algebra of $\mathfrak{g}_{\mathbb{C}}$. The space $\mathcal{H}^{\infty}$ is equipped with a Fréchet topology by means of the seminorms

$$
\|\cdot\|_{U}: v \mapsto\|U v\|_{\mathcal{H}}, \quad(U \in U(\mathfrak{g})) .
$$

The continuous linear dual of the conjugate Fréchet space $\overline{\mathcal{H}}{ }^{\infty}$ is denoted by $\mathcal{H}^{-\infty}$. This space, called the space of generalized vectors of $\mathcal{H}$, is equipped with the strong dual topology. It naturally carries the structure of a $G$ - and a $\mathfrak{g}$-module. Let $\langle\cdot, \cdot\rangle$ denote the inner product of $\mathcal{H}$. Then via the map $\left.v \mapsto\langle v, \cdot\rangle\right|_{\mathcal{H}^{\infty}}$ we obtain a continuous linear embedding

$$
\mathcal{H} \hookrightarrow \mathcal{H}^{-\infty}
$$

via which we shall identify. If $\pi$ is unitary, this embedding is equivariant. Finally, for $v \in \mathcal{H}^{\infty}$ and $\xi \in \mathcal{H}^{-\infty}$ we agree to write

$$
\langle\xi, v\rangle:=\xi(v) \quad \text { and } \quad\langle v, \xi\rangle=\overline{\langle\xi, v\rangle}
$$

Then $\langle\cdot, \cdot\rangle: \mathcal{H}^{-\infty} \times \mathcal{H}^{\infty} \rightarrow \mathbb{C}$ is a continuous sesquilinear pairing which is anti-linear in the second variable.

Let $(\pi, \mathcal{H})$ be a unitary representation of $G$. We denote by $\left(\mathcal{H}^{-\infty}\right)^{H}$ the space of $H$-fixed generalized vectors for $\pi$. Given such a vector $\eta$ we define the $\operatorname{map} \mathbf{m}_{\eta}: \mathcal{H}^{\infty} \rightarrow C^{\infty}(G / H)$ by

$$
\mathbf{m}_{\eta}(v)(x)=\langle v, \pi(x) \eta\rangle
$$

for $v \in \mathcal{H}^{\infty}$ and $x \in G / H$. The map $\mathbf{m}_{\eta}$ belongs to the space $\operatorname{Hom}_{G}\left(\mathcal{H}^{\infty}, C^{\infty}(\mathrm{X})\right)$ of $G$-equivariant continuous linear maps $\mathcal{H}^{\infty} \rightarrow C^{\infty}(\mathrm{X})$. If $\pi$ is irreducible and $\eta \neq 0$, then $\mathbf{m}_{\eta}$ is an embedding.

Lemma 2.1 Let $(\pi, \mathcal{H})$ be an irreducible unitary representation of $G$. Then the map $\eta \mapsto \mathbf{m}_{\eta}$ defines a linear isomorphism

$$
\left(\overline{\mathcal{H}^{-\infty}}\right)^{H} \xrightarrow{\simeq} \operatorname{Hom}_{G}\left(\mathcal{H}^{\infty}, C^{\infty}(\mathrm{X})\right)
$$

$\underline{\text { Proof. }}$ If $T \in \operatorname{Hom}_{G}\left(\mathcal{H}^{\infty}, C^{\infty}(\mathrm{X})\right)$, we define $\eta_{T} \in \mathcal{H}^{-\infty}$ by $\eta_{T}(v)=$ $\overline{(T v)(e)}$. Then by equivariance of $T$ it follows that, for $h \in H$,

$$
\left(\pi(h) \eta_{T}\right)(v)=\eta_{T}\left(\pi(h)^{-1} v\right)=\overline{T\left(\pi(h)^{-1} v\right)(e)}=\overline{(T v)(h H)}=\eta_{T}(v)
$$

Hence, $\eta_{T}$ is $H$-invariant and we see that $T \mapsto \eta_{T}$ is a linear map from $\operatorname{Hom}_{G}\left(V^{\infty}, C^{\infty}(\mathrm{X})\right)$ to $\left(\overline{\mathcal{H}^{-\infty}}\right)^{H}$. We will show that this map is a two-sided inverse for the map $\eta \mapsto \mathbf{m}_{\eta}$. If $T=\mathbf{m}_{\eta}$, one readily verifies that $\eta=\eta_{T}$. Conversely, let $\eta=\eta_{T}$. Then by equivariance of $T$ we find, for $v \in \mathcal{H}^{\infty}$ and $g \in G$,

$$
\mathbf{m}_{\eta}(v)(g H)=\langle v, \pi(g) \eta\rangle=\left\langle\pi(g)^{-1} v, \eta\right\rangle=T\left(\pi(g)^{-1} v\right)(e)=T(v)(g H)
$$

whence $\mathbf{m}_{\eta}=T$.

Let $\widehat{G}$ denote the set of equivalence classes of irreducible unitary representations of $G$. For each $\pi \in \widehat{G}$ we assume $\mathcal{H}_{\pi}$ to be a Hilbert space in which $\pi$ is unitarily realized.

Lemma 2.2 Let $\pi \in \widehat{G}$. Then $\operatorname{dim}_{\mathbb{C}}\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}<\infty$.
Proof. See [3], Lemma 3.3. The idea is to select a non-trivial vector $v \in$ $\mathcal{H}$ that behaves finitely under the action of a suitable maximal compact subgroup. The map $\eta \mapsto \mathbf{m}_{\eta}(v)$ maps the conjugate space of $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ injectively and linearly into a space of functions on X that satisfy a certain system of differential equations. The solution space of the system is seen to be finite dimensional by a method that goes back to Harish-Chandra.

In view of the two preceding lemmas, it is reasonable to define, for $\pi \in \widehat{G}$, a space of smooth functions on X by

$$
\begin{equation*}
C^{\infty}(\mathrm{X})_{\pi}:=M_{\pi}\left(\mathcal{H}_{\pi}^{\infty} \otimes\left(\overline{\mathcal{H}_{\pi}^{-\infty}}\right)^{H}\right) \tag{2.14}
\end{equation*}
$$

where $M_{\pi}$ is the matrix coefficient map determined by

$$
M_{\pi}(v \otimes \eta)(x):=\mathbf{m}_{\eta}(v)(x)=\langle v, \pi(x) \eta\rangle
$$

The space $C^{\infty}(\mathrm{X})_{\pi}$ is called the space of smooth functions of type $\pi$. It is the appropriate generalization of the space $L^{2}(\mathrm{X})_{\delta}$ in (2.8).

We can now describe our goal of obtaining a Plancherel decomposition for $G / H$. Let

$$
\widehat{G}_{H}:=\left\{\pi \in \widehat{G} \mid{\overline{\left(\mathcal{H}_{\pi}^{-\infty}\right)}}^{H} \neq 0\right\} .
$$

We wish to specify a locally compact Hausdorff topology on (a subset of) $\widehat{G}_{H}$, and a Radon measure $d \mu$ on (that part of) $\widehat{G}_{H}$ together with continuous $G$ equivariant linear operators $C_{c}^{\infty}(G / H) \rightarrow C^{\infty}(G / H)_{\pi}, f \mapsto f_{\pi}$, for $\pi \in \widehat{G}_{H}$, such that

$$
\begin{equation*}
f=\int_{\widehat{G}_{H}} f_{\pi} d \mu(\pi) \tag{2.15}
\end{equation*}
$$

The integral should converge as an integral with values in the Fréchet space $C^{\infty}(\mathrm{X})$. It amounts to the decomposition part of the Plancherel theorem. To formulate the unitary nature of the decomposition, we define the Fourier transform $\left(\hat{f}(\pi) \mid \pi \in \widehat{G}_{H}\right)$ of $f$ by

$$
\begin{equation*}
\hat{f}(\pi) \in \mathcal{H}_{\pi}^{\infty} \otimes{\overline{\left(\mathcal{H}_{\pi}^{-\infty}\right)}}^{H}, \quad M_{\pi}(\hat{f}(\pi))=f_{\pi}, \tag{2.16}
\end{equation*}
$$

for $\pi \in \widehat{G}_{H}$. Since $M_{\pi}$ is a $G$-equivariant embedding, the map $f \mapsto \hat{f}(\pi)$ intertwines the $G$-representations $L$ and $\pi \otimes 1$.

In addition to (2.15) we now require that $f \mapsto \hat{f}$ be an isometry in the following sense. For each $\pi \in \widehat{G}_{H}$ there should exist a linear subspace $\mathcal{V}_{\pi} \subset\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$, equipped with a positive definite inner product, such that $\hat{f}(\pi) \in \mathcal{H}_{\pi} \otimes \overline{\mathcal{V}}_{\pi}$ for all $f \in C_{c}^{\infty}(\mathrm{X})$ and $\pi \in \widehat{G}_{H}$, and such that

$$
\begin{equation*}
\|f\|_{L^{2}(\mathrm{X})}^{2}=\int_{\widehat{G}_{H}}\|\hat{f}(\pi)\|^{2} d \mu(\pi) . \tag{2.17}
\end{equation*}
$$

Finally, the image of $C_{c}^{\infty}(\mathrm{X})$ under $f \mapsto \hat{f}$ should be a dense subspace $\mathfrak{H}_{0}$ of the Hilbert space $\mathfrak{H}$ consisting of all families $\left(T_{\pi} \in \mathcal{H}_{\pi} \otimes \overline{\mathcal{V}}_{\pi} \mid \pi \in \widehat{G}_{H}\right)$ that are measurable in a suitable sense and satisfy $\int_{\widehat{G}_{H}}\left\|T_{\pi}\right\|^{2} d \mu(\pi)<\infty$.

By (2.15) and (2.16), the inverse operator $\mathcal{J}: \mathfrak{H} \rightarrow L^{2}(\mathrm{X})$ is given by

$$
\mathcal{J} T=\int_{\widehat{G}_{H}} M_{\pi}\left(T_{\pi}\right) d \mu(\pi) .
$$

for $T \in \mathfrak{H}_{0}$. Moreover, by unitarity of the Fourier transform it must be the adjoint of $f \mapsto \hat{f}$. Thus, for $f \in C_{c}^{\infty}(\mathrm{X})$ we should have

$$
\int_{\widehat{G}_{H}}\left\langle f, M_{\pi}\left(T_{\pi}\right)\right\rangle_{L^{2}(\mathrm{X})} d \mu(\pi)=\int_{\widehat{G}_{H}}\left\langle\hat{f}(\pi), T_{\pi}\right\rangle d \mu(\pi) .
$$

This leads to the insight that the Fourier transform should be given by

$$
\left\langle\hat{f}(\pi), T_{\pi}\right\rangle=\left\langle f, M_{\pi}\left(T_{\pi}\right)\right\rangle_{L^{2}(\mathrm{X})},
$$

for a given $\pi \in \widehat{G}_{H}$ and all $T_{\pi} \in \mathcal{H}_{\pi} \otimes \overline{\mathcal{V}}_{\pi}$. If $T_{\pi}=v \otimes \eta$, then the right-hand side becomes

$$
\int_{\mathrm{X}} f(x) \overline{\langle v, \pi(x) \eta\rangle} d x=\langle\pi(f) \eta, v\rangle,
$$

where we have used the notation

$$
\pi(f) \eta=\int_{G / H} f(x) \pi(x) \eta d x
$$

for $\eta \in\left(\mathcal{H}^{-\infty}\right)^{H}$ and $f \in C_{c}^{\infty}(G / H)$, although strictly speaking this notation is in conflict with (2.3). Note that $\pi(f) \eta$ is a smooth vector in $\mathcal{H}$.

In view of the identification $\mathcal{H}_{\pi} \otimes \overline{\mathcal{V}}_{\pi} \simeq \operatorname{Hom}\left(\mathcal{V}_{\pi}, \mathcal{H}_{\pi}\right)$, it follows from the above that the Fourier transform $\hat{f}(\pi)$ of a function $f \in C_{c}^{\infty}(\mathrm{X})$ is given by

$$
\hat{f}(\pi)=\left.\pi(f)\right|_{\mathcal{V}_{\pi}}=\left.\int_{G / H} f(x) \pi(x)\right|_{\mathcal{V}_{\pi}} d x .
$$

## The discrete series

An irreducible unitary representation $\pi$ of $G$ is said to belong to the discrete series of $\mathrm{X}=G / H$ if it can be realized on a closed subspace of $L^{2}(\mathrm{X})$, i.e., if

$$
\begin{equation*}
\operatorname{Hom}_{G}\left(\mathcal{H}_{\pi}, L^{2}(\mathrm{X})\right) \neq 0 . \tag{2.18}
\end{equation*}
$$

By equivariance, an element $T$ from the space on the left-hand side of the above inequality restricts to a continuous linear $G$-equivariant map from $\mathcal{H}^{\infty}$ to $L^{2}(\mathrm{X})^{\infty}$. By the local Sobolev inequalities it follows that the latter space is contained in $C^{\infty}(\mathrm{X})$. By density of $\mathcal{H}^{\infty}$ in $\mathcal{H}$ it thus follows that restriction to the space of smooth vectors maps the space induces an embedding $\operatorname{Hom}_{G}\left(\mathcal{H}_{\pi}, L^{2}(\mathrm{X})\right)$ onto a subspace of $\operatorname{Hom}_{G}\left(\mathcal{H}_{\pi}^{\infty}, C^{\infty}(\mathrm{X})\right)$. Via the isomorphism of Lemma 2.1 the latter subspace corresponds to a subspace

$$
\begin{equation*}
\left(\mathcal{H}^{-\infty}\right)_{\mathrm{ds}}^{H} \subset\left(\mathcal{H}^{-\infty}\right)^{H} \tag{2.19}
\end{equation*}
$$

The collection of (equivalence classes of) discrete series representations of X is denoted by $\mathrm{X}_{d s}^{\wedge}$. It is at most countable, since $L^{2}(\mathrm{X})$ is separable.

It follows from these definitions that the restriction of the map $M_{\pi}$ to $\mathcal{H}^{\infty} \otimes\left(\overline{\mathcal{H}_{\pi}^{-\infty}}\right)_{\mathrm{ds}}^{H}$ has a unique extension to a continuous linear map $\mathcal{H}_{\pi} \otimes$ $\left(\overline{\mathcal{H}_{\pi}^{-\infty}}\right)_{\mathrm{ds}}^{H} \rightarrow L^{2}(\mathrm{X})$. In accordance with (2.14), we define, for $\pi \in \mathrm{X}_{d s}^{\wedge}$,

$$
L^{2}(G / H)_{\pi}:=M_{\pi}\left(\mathcal{H}_{\pi} \otimes{\overline{\left(\mathcal{H}_{\pi}^{-\infty}\right)_{\mathrm{ds}}}}^{H}\right) .
$$

In view of Lemma 2.2 this space equals a finite direct sum of copies of $\pi$, hence is closed. Its elements are called the square integrable functions of discrete series type $\pi$. Alternatively, such a function can be characterized by the condition that its closed $G$-span in $L^{2}(\mathrm{X})$ is a finite direct sum of copies of $\pi$.

Let $P_{\pi}$ denote the orthogonal projection $L^{2}(G / H) \rightarrow L^{2}(G / H)_{\pi}$. If $\pi^{\prime}$ is a second representation of the discrete series, not equivalent to $\pi$, then the the restriction of $P_{\pi}$ to $L^{2}(G / H)_{\pi^{\prime}}$ is a continuous linear intertwining operator from a finite multiple of $\pi^{\prime}$ to a finite multiple of $\pi$, hence must be zero. It follows that

$$
\pi \nsim \pi^{\prime} \Rightarrow L^{2}(G / H)_{\pi} \perp L^{2}(G / H)_{\pi^{\prime}} .
$$

The discrete part of $L^{2}(G / H)$ is defined to be the closed $G$-invariant subspace

$$
\begin{equation*}
L_{\mathrm{d}}^{2}(G / H):=\operatorname{cl}\left(\oplus_{\pi \in \mathrm{X}_{\hat{d} s}} L^{2}(G / H)_{\pi}\right) \tag{2.20}
\end{equation*}
$$

In the complementary part $L_{d}^{2}(G / H)^{\perp}$, the discrete series will occur with $d \mu$-measure 0 so we may take

$$
\begin{equation*}
\mathcal{V}_{\pi}:=\left(\mathcal{H}_{\pi}^{-\infty}\right)_{\mathrm{ds}}^{H} . \tag{2.21}
\end{equation*}
$$

The map

$$
\begin{equation*}
M_{\pi}: \mathcal{H}_{\pi} \otimes \overline{\mathcal{V}}_{\pi} \rightarrow L^{2}(G / H)_{\pi} \tag{2.22}
\end{equation*}
$$

is a continuous linear bijection, intertwining the representations $\pi \otimes 1$ and $\left.L\right|_{L^{2}(G / H)_{\pi}}$. It is readily seen that $\mathcal{V}_{\pi}$ carries a unique finite dimensional Hilbert structure such that $M_{\pi}$ is an isometry.

## Invariant differential operators

In the process of finding the Plancherel formula, the interaction with invariant differential operators on $\mathrm{X}=G / H$ will play an essential role.

Definition 2.3 An invariant differential operator on X is a linear partial differential operator $D$ with $C^{\infty}$-coefficients that commutes with the left action of $G$ on $C^{\infty}(\mathrm{X})$, i.e.,

$$
L_{g} D f=D L_{g} f
$$

for all $f \in C^{\infty}(\mathrm{X})$ and $g \in G$. The algebra of these operators is denoted by $\mathbb{D}(G / H)$ or $\mathbb{D}(\mathrm{X})$.

If $D \in \mathbb{D}(\mathrm{X})$, we define its formal adjoint to be the operator $D^{*} \in \mathbb{D}(\mathrm{X})$ given by the formula

$$
\begin{equation*}
\int_{\mathrm{X}} D f(x) \overline{g(x)} d x=\int_{\mathrm{X}} f(x) \overline{D g(x)} d x \tag{2.23}
\end{equation*}
$$

for $f, g \in C_{c}^{\infty}(\mathrm{X})$.
An operator $D \in \mathbb{D}(\mathrm{X})$ with $D=D^{*}$ is called formally self-adjoint. The following result is due to [3].

Theorem 2.4 Let $D \in \mathbb{D}(\mathrm{X})$ be formally self-adjoint. Then $D$, viewed as an operator in $L^{2}(\mathrm{X})$ with domain $C_{c}^{\infty}(\mathrm{X})$, is essentially self-adjoint, i.e., it has a symmetric closure.

It follows from the above theorem that every formally self-adjoint operator $D \in \mathbb{D}(\mathrm{X})$ allows a spectral decomposition that commutes with the unitary action of $G$ on $L^{2}(\mathrm{X})$. Let $U_{D}$ be the unitary group with infinitesimal
generator $i D$, then $G$ and $U_{D}$ commute. Applying the general representation theory of locally compact groups to $G \times U_{D}$ one can show that there must be a desintegration of $L$ over which the action of $D$ diagonalizes.

Let us see what this means in terms of the decomposition (2.15). If $u \in U(\mathfrak{g})^{H}$, then $R_{u}: C^{\infty}(G) \rightarrow C^{\infty}(G)$ leaves the subspace $C^{\infty}(G)^{H}$ of right- $H$-invariant functions invariant. Via the identification $C^{\infty}(G)^{H} \simeq$ $C^{\infty}(\mathrm{X})$, we may view $R_{u}$ as a smooth differential operator on X which obviously commutes with the $G$-action. Hence $u \mapsto R_{u}$ defines an algebra homomorphism $U(\mathfrak{g})^{H} \rightarrow \mathbb{D}(\mathrm{X})$.

Lemma 2.5 The map $u \mapsto R_{u}, U(\mathfrak{g})^{H} \rightarrow \mathbb{D}(\mathrm{X})$ is a surjective homomorphism of algebras. Its kernel equals $U(\mathfrak{g})^{H} \cap U(\mathfrak{g}) \mathfrak{h}$.

Proof. See [82], Prop. 4.1.
We denote the induced isomorphism by

$$
\begin{equation*}
r: U(\mathfrak{g})^{H} / U(\mathfrak{g})^{H} \cap U(\mathfrak{g}) \mathfrak{h} \xrightarrow{\simeq} \mathbb{D}(\mathrm{X}) . \tag{2.24}
\end{equation*}
$$

In the next section we will use this isomorphism to show that $\mathbb{D}(\mathrm{X})$ is a polynomial algebra, just as in the Riemannian case. In particular, $\mathbb{D}(X)$ is commutative.

Let $\pi$ be a unitary representation of $G$. Then $U(\mathfrak{g})$ acts naturally on $\mathcal{H}_{\pi}^{\infty}$ and on $\mathcal{H}_{\pi}^{-\infty}$. Moreover, $U(\mathfrak{g})^{H}$ preserves the subspace $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$. This induces the structure of a $U(\mathfrak{g})^{H} / U(\mathfrak{g})^{H} \cap U(\mathfrak{g}) \mathfrak{h}$-module on $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$. Via the isomorphism $r$ we may thus view $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ as a $\mathbb{D}(\mathrm{X})$-module. Since every complex linear endomorphism of $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ is also a complex linear endomorphism of the conjugate space, we see that $\overline{\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}}$ is a $\mathbb{D}(\mathrm{X})$-module as well.

The following result follows from the definitions given.
Lemma 2.6 Let $\pi \in \widehat{G}_{H}$. Then, for all $D \in \mathbb{D}(\mathrm{X})$,

$$
\begin{equation*}
D \circ M_{\pi}=M_{\pi} \circ(I \otimes D) . \tag{2.25}
\end{equation*}
$$

By the discussion leading up to (2.16), we expect the subspaces $\mathcal{V}_{\pi} \subset$ $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ to be $\mathbb{D}(\mathrm{X})$-invariant. Moreover, by Theorem 2.4 and commutativity of $\mathbb{D}(\mathrm{X})$, we expect the action of $\mathbb{D}(\mathrm{X})$ on $\mathcal{V}_{\pi}$ to allow a simultaneous diagonalization.

Example 2.7 Let $X={ }^{`} G$ with ${ }^{`} G$ be a Lie group, viewed as a symmetric space for the left times right action of $G={ }^{`} G \times{ }^{`} G$. Then $\mathbb{D}(\mathrm{X})$ equals
the algebra of bi-invariant differential operators on ${ }^{`} G$. Using the canonical identification of $U(\mathfrak{g})$ with the left-invariant differential operators on ' $G$, we see that $\mathbb{D}(\mathrm{X}) \simeq U(\mathfrak{g})^{\prime}$. If $G$ is a real reductive group of Harish-Chandra's class, then the latter algebra equals the center of the universal algebra. We recall that in this setting $\widehat{G}_{H}$ consists of the representations of the form $\pi \otimes \pi^{*}$, with $\pi \in{ }^{`} \widehat{G}$. These representations are naturally realized in $E_{\pi}=$ End $\left(\mathcal{H}_{\pi}\right)_{H S}$. Moreover, $\left(E_{\pi}^{-\infty}\right)^{H}=\mathbb{C} I_{\mathcal{H}_{\pi}}$ and the action of $\mathbb{D}(\mathrm{X})$ on this space is given by the infinitesimal character of $\pi$.

For a representation $\pi$ from the discrete series of X it can be shown a priori that the algebra $\mathbb{D}(\mathrm{X})$ has a simultaneous diagonalization on the subspace $\mathcal{V}_{\pi}$ given by (2.21). In fact, from Theorem 2.4 it can be deduced that each formally self-adjoint operator from $\mathbb{D}(\mathrm{X})$ leaves the space $L^{2}(\mathrm{X})_{\pi}$ invariant and admits a simultaeous diagonalization on it; see [3] for details. Since $\mathbb{D}(\mathrm{X})$ is a commutative algebra, spanned by its formally self-adjoint operators, it follows that $\mathbb{D}(\mathrm{X})$ leaves $L^{2}(\mathrm{X})_{\pi}$ invariant and admits a simultaneous diagonalization on it. Using (2.22) and (2.25) we can now deduce that $\mathbb{D}(\mathrm{X})$ leaves the subspace $\mathcal{V}_{\pi}:=\left(\mathcal{H}_{\pi}^{-\infty}\right)_{\mathrm{ds}}^{H}$ of $\left(\mathcal{H}_{\pi}^{-\infty}\right)^{H}$ invariant. Moreover, the following result is valid.

Lemma 2.8 Let $\pi$ be a representation from the discrete series of X. Then the action of $\mathbb{D}(\mathrm{X})$ on $\mathcal{V}_{\pi}$ admits a simultaneous diagonalization.

## 3 Basic structure theory

## A suitable Cartan involution

From now on we will always assume that $G$ is a real reductive group of Harish-Chandra's class, see Section 15. Moreover, we assume that $\sigma$ is an involution of $G$ and that $H$ is an open subgroup of $G^{\sigma}$; thus,

$$
\begin{equation*}
\left(G^{\sigma}\right)_{e}<H<G^{\sigma} . \tag{3.1}
\end{equation*}
$$

Lemma 3.1 There exists a Cartan involution $\theta$ of $G$ that commutes with $\sigma$, i.e.,

$$
\begin{equation*}
\sigma \circ \theta=\theta \circ \sigma \tag{3.2}
\end{equation*}
$$

Proof. For $G$ connected semisimple this result can be found in M. Berger's paper [24], where also the classification of all semisimple symmetric spaces is obtained. We refer to [83], Prop. 7.1.1, for details. For $G$ of HarishChandra's class one may proceed as follows. We refer to the Appendix for
unspecified notation. Being an involution, $\sigma$ leaves the semisimple part $\mathfrak{g}_{1}$ and the center $\mathfrak{c}$ of $\mathfrak{g}$. On the level of the group, $\sigma$ preserves the maximal compact subgroup $T$ of $C_{e}$. Hence $\sigma$ preserves $\mathfrak{t}$ and since $\sigma^{2}=I$ we may select a $\sigma$-invariant complementary subspace $\mathfrak{v}$ of $\mathfrak{t}$ in $\mathfrak{c}$. It follows that $\sigma(V)=V$. By the result for the semisimple case, $G_{1}$ has a Cartan involution $\theta_{1}$ commuting with $\left.\sigma\right|_{G_{1}}$. We may extend $\theta_{1}$ to a Cartan involution $\theta$ of $G$ in the manner explained in the Appendix. It is readily verified that $\theta$ commutes with $\sigma$.

From now on we assume $\theta$ to be as in (3.2). Then the associated maximal compact subgroup $K=G^{\theta}$ of $G$ is $\sigma$-stable. The involution $\theta$ determines the Cartan decomposition

$$
\begin{equation*}
G=K \exp \mathfrak{p} . \tag{3.3}
\end{equation*}
$$

Here $\mathfrak{p}$ is the -1 eigenspace of $\theta$ in $\mathfrak{g}$ and the map $(k, \mathrm{X}) \mapsto k \exp \mathrm{X}$ is an analytic diffeomorphism from $K \times \mathfrak{p}$ onto $G$. By (3.2), both $K$ and $\mathfrak{p}$ are invariant under $\sigma$, hence from the uniqueness of the Cartan decomposition it follows that

$$
G^{\sigma}=\left(K \cap G^{\sigma}\right) \exp \left(\mathfrak{p} \cap \mathfrak{g}^{\sigma}\right) .
$$

This in turn implies that $\left(G^{\sigma}\right)_{e}=\left(K \cap G^{\sigma}\right)_{e} \exp \left(\mathfrak{p} \cap \mathfrak{g}^{\sigma}\right)$. By looking at tangent spaces, we see that $\left(K \cap\left(G^{\sigma}\right)_{e}\right) \exp \left(\mathfrak{p} \cap \mathfrak{g}^{\sigma}\right)$ is an open subgroup of $G^{\sigma}$. Hence, $\left(K \cap G^{\sigma}\right)_{e}=K \cap\left(G^{\sigma}\right)_{e}$. In view of (3.1) we may now conclude that

$$
\begin{equation*}
H=(H \cap K) \exp (\mathfrak{h} \cap \mathfrak{p}) . \tag{3.4}
\end{equation*}
$$

In particular, it follows that $H$ is $\theta$-stable.
Since $\sigma$ and $\theta$ commute, it follows that $\mathfrak{g}$ admits the following joint eigenspace decomposition for $\sigma$ and $\theta$ :

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{k} \cap \mathfrak{q} \oplus \mathfrak{k} \cap \mathfrak{h} \oplus \mathfrak{p} \cap \mathfrak{q} \oplus \mathfrak{p} \cap \mathfrak{h} . \tag{3.5}
\end{equation*}
$$

From the fact that $\sigma$ and $\theta$ commute, it also follows that the composition $\sigma \theta$ is an involution of $G$, which commutes with $\theta$. Let

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{g}_{+} \oplus \mathfrak{g}_{-} \tag{3.6}
\end{equation*}
$$

be the associated decomposition of $\mathfrak{g}$ in +1 and a -1 eigenspaces, respectively. One readily sees that $\mathfrak{g}_{+}=\mathfrak{k} \cap \mathfrak{p}$ and $\mathfrak{g}_{-}=\mathfrak{p} \cap \mathfrak{q}$. Since $K \cap H$ normalizes $\mathfrak{p} \cap \mathfrak{q}$ it follows by application of the Cartan decomposition that

$$
\begin{equation*}
G_{+}:=(K \cap H) \exp (\mathfrak{p} \cap \mathfrak{q}), \tag{3.7}
\end{equation*}
$$

is an open subgroup of $G^{\sigma \theta}$, hence a reductive group with the Cartan decomposition given by (3.7).

Lemma 3.2 The map $(k, \mathrm{X}, Y) \mapsto k \exp \mathrm{X} \exp Y$ is a diffeomorphism from $K \times(\mathfrak{p} \cap \mathfrak{q}) \times(\mathfrak{p} \cap \mathfrak{h})$ onto $G$. Accordingly,

$$
G=K \exp (\mathfrak{p} \cap \mathfrak{q}) \exp (\mathfrak{p} \cap \mathfrak{h}) .
$$

Proof. This result is due to G. Mostow, [73]. For details we refer the reader to [44], Thm. 4.1, [83], Prop. 7.1.2, or [82], Prop. 2.2.

For any given result for reductive symmetric spaces, it is good practice to check what it means for the Riemannian case, which arises for $\sigma=\theta$. In that case the above lemma gives the usual Cartan decomposition, since $\mathfrak{p} \cap \mathfrak{q}=\mathfrak{p}$ and $\mathfrak{p} \cap \mathfrak{h}=0$.

The above lemma has the following immediate corollary.
Corollary 3.3 The map $(k, X) \mapsto k \exp X H$ is a submersion from $K \times$ $(\mathfrak{p} \cap \mathfrak{q})$ onto $G / H$. It factors to a diffeomorphism

$$
\begin{equation*}
K \times_{K \cap H}(\mathfrak{p} \cap \mathfrak{q}) \simeq G / H \tag{3.8}
\end{equation*}
$$

exhibiting $G / H$ as a $K$-homogeneous vector bundle over $K / K \cap H$, with fiber $\mathfrak{p} \cap \mathfrak{q}$.

Example 3.4 (The real hyperbolic space) Here $\mathrm{X}=\mathrm{X}_{p, q} \simeq G / H$, with $G=\mathrm{SO}_{e}(p, q)$ and $H=\mathrm{SO}_{e}(p-1, q)$; see Example 1.3. The Cartan involution $\theta: A \mapsto\left(A^{t}\right)^{-1}$ commutes with $\sigma$. Thus, $K=\mathrm{SO}(p) \times \mathrm{SO}(q)$.

In the notation of Example 1.3, let $J: \mathbb{R}^{n}=\mathbb{R}^{p} \times \mathbb{R}^{q} \rightarrow \mathbb{R}^{n}$ be defined by $J\left(x^{\prime}, x^{\prime \prime}\right)=\left(-x^{\prime}, x^{\prime \prime}\right)$. Then the inner product $\beta$ is given in terms of the standard inner product of $\mathbb{R}^{n}$ by the formula $\beta(x, y)=(J x, y)$. From this it follows that the Lie algebra so $(p, q)$ consists of the real $n \times n$ matrices $A$ satisfying $A^{t}=-J A J$. Thus, so $(p, q)$ consists of matrices of the form

$$
\left(\begin{array}{cc}
B & C^{t} \\
C & D
\end{array}\right),
$$

with $B$ an anti-symmetric real $p \times p$ matrix, $D$ an anti-symmetric real $q \times q$ matrix, and with $C$ a real $p \times q$ matrix. Moreover, the involution $\sigma$ of so $(p, q)$ is given by $A \mapsto S A S$, and a commuting Cartan involution is given by $A \mapsto-A^{t}$. It follows that the decomposition (3.5) is indicated by the following scheme

$$
\begin{gathered}
1 \\
p-1 \\
q
\end{gathered}\left(\begin{array}{ccc}
1 & p-1 & q \\
0 & \mathfrak{k} \cap \mathfrak{q} & \mathfrak{p} \cap \mathfrak{q} \\
\mathfrak{k} \cap \mathfrak{q} & \mathfrak{k} \cap \mathfrak{h} & \mathfrak{p} \cap \mathfrak{h} \\
\mathfrak{p} \cap \mathfrak{q} & \mathfrak{p} \cap \mathfrak{h} & \mathfrak{k} \cap \mathfrak{h}
\end{array}\right),
$$

which shows where the non-zero entries of the matrices in the mentioned intersections are located.

In the geometric realization of $\mathrm{X}_{p, q}$ the map (3.8) means the following,

$$
K / K \cap H \simeq K \cdot e_{1}=S^{p-1} \times\{0\},
$$

where $S^{p-1}$ is the unit sphere in $\mathbb{R}^{p}$. The fiber of the vectorbundle (3.8) over $e_{1}$ corresponds to $\exp (\mathfrak{p} \cap \mathfrak{q}) \cdot e_{1}$; it is given by the equations

$$
x_{2}=\cdots=x_{p}=0, \quad x_{1}=\sqrt{1+x_{p+1}^{2}+\cdots+x_{n}^{2}} .
$$

The projection $p: \mathbb{R}^{p} \times \mathbb{R}^{q} \rightarrow \mathbb{R}^{q}$ restricts to a diffeomorphism of this fiber onto $\mathbb{R}^{q}$. The other fibers of the vector bundle are readily obtained by applying the action of $\mathrm{SO}(p) \times\{I\}$, since $K=\mathrm{SO}(p) \times \mathrm{SO}(q)$ and $\{I\} \times \mathrm{SO}(q)$ stabilizes the fiber over $e_{1}$.


## The polar decomposition

We fix a maximal abelian subspace $\mathfrak{a}_{q}$ of $\mathfrak{p} \cap \mathfrak{q}$. From (3.7) we see that any other choice of $\mathfrak{a}_{\mathrm{q}}$ is conjugate to the present one by an element of $(K \cap H)_{e}$. The dimension of $\mathfrak{a}_{\mathrm{q}}$ is called the $\sigma$-split rank of $G$, or the split rank of the
symmetric space X . The following lemma specializes to a well known result in the Riemannian case with $\sigma=\theta$, where $\mathfrak{a}_{\mathrm{q}}$ is a maximal abelian subspace of $\mathfrak{p}$.

Lemma 3.5 The non-zero weights of $\mathfrak{a}_{\mathrm{q}}$ in $\mathfrak{g}$ form a possibly non-reduced root system, denoted $\Sigma\left(\mathfrak{g}, \mathfrak{a}_{\mathrm{q}}\right)=\Sigma$.

The natural map $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right) \rightarrow G L\left(\mathfrak{a}_{\mathrm{q}}\right)$ factors to an isomorphism from the quotient group $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right) / Z_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ onto the reflection group $W$ of $\Sigma$.

Proof. The assertion that $\Sigma$ is a root system is due to [80]. For the remaining assertions, details can be found in [5], Lemma 1.2.

Note that $\Sigma$ need not span the dual of $\mathfrak{a}_{\mathrm{q}}$, since $\mathfrak{g}$ may have a center. In fact, the intersection $\mathfrak{a}_{\Sigma q}$ of all root hyperplanes in $\mathfrak{a}_{q}$ is easily seen to be equal to center $(\mathfrak{g}) \cap \mathfrak{p} \cap \mathfrak{q}$.

If $G$ is a non-compact reductive group and $H$ a non-compact closed subgroup, non-zero constant functions on $H$ do not belong to $L^{2}(H)$. Therefore, one cannot make the identification $L^{2}(G / H) \simeq L^{2}(G)^{H}$ and the Plancherel theorem for $G / H$ cannot be viewed as contained in that for $G$. In particular, the Plancherel theorem for a non-Riemannian reductive symmetric space $G / H$ cannot be obtained in the above fashion from Harish-Chandra's formula for the group.

We define the subgroup $W_{K \cap H}$ of $W$ to be the natural image of the subgroup $N_{K \cap H}\left(\mathfrak{a}_{\mathrm{q}}\right)$ of $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$.

From the Cartan decomposition (3.3) it follows that exp is a diffeomorphism from $\mathfrak{a}_{\mathrm{q}}$ onto a closed abelian subgroup $A_{\mathrm{q}}$ of $G$. Via this diffeomorphism $W$ acts on $A_{\mathrm{q}}$. In the Riemannian case $(\sigma=\theta)$ we have the $G=K A_{\mathrm{q}} K$ decomposition, where the $A_{\mathrm{q}}$-part is uniquely determined modulo $W$. The generalization of this result to the present context is as follows.

We define $A_{\mathrm{q}}^{\text {reg }}=\exp \left(\mathfrak{a}_{\mathrm{q}}^{\text {reg }}\right)$, where $\mathfrak{a}_{\mathrm{q}}^{\text {reg }}$ is the complement of the union of the root hyperplanes $\operatorname{ker} \alpha, \alpha \in \Sigma$. Alternatively, $A_{\mathrm{q}}^{\text {reg }}$ is the subset of points in $A_{\mathrm{q}}$ not fixed by any element from $W \backslash\{1\}$. The following result can be found in [44], Thm. 4.1.

Lemma 3.6 (Polar decomposition). The group $G$ decomposes as $G=$ $K A_{\mathrm{q}} H$. If $x \in G$, then $x \in K a H$ for an element $a \in A_{\mathrm{q}}$ that is uniquely determined modulo $W_{K \cap H}$. Finally,

$$
\mathrm{X}_{+}:=K A_{\mathrm{q}}^{\mathrm{reg}} H
$$

viewed as a subset of X , is open dense.

Proof. We consider the reductive group $G_{+}$defined by (3.7). Now $\mathfrak{a}_{\mathrm{q}}$ is maximal abelian in $\mathfrak{p} \cap \mathfrak{q}$, and since (3.7) is a Cartan decomposition it follows that

$$
G_{+}=(K \cap H) A_{\mathrm{q}}(K \cap H),
$$

where the $A_{\mathrm{q}^{-}}$-part is unique modulo $W_{K \cap H}$. We finish the proof by combining this with the decomposition of Lemma 3.2 and (3.4).

In the following we will always assume that $\mathcal{W} \subset N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ is a set of representatives for $W / W_{K \cap H}$. By this we mean that the natural map

$$
\begin{equation*}
\mathcal{W} \xrightarrow{\simeq} W / W_{K \cap H} \tag{3.9}
\end{equation*}
$$

is a bijection.
Corollary 3.7 Let $A_{\mathrm{q}}^{+}$be a chamber in $A_{\mathrm{q}}^{\mathrm{reg}}$. Then

$$
\begin{equation*}
\mathrm{X}_{+}=\cup_{v \in \mathcal{W}} K A_{\mathrm{q}}^{+} v H \quad \text { (disjoint union). } \tag{3.10}
\end{equation*}
$$

Moreover, if $x \in \mathrm{X}_{+}$then $x \in$ KavH for uniquely determined $v \in \mathcal{W}$ and $a \in A_{\mathrm{q}}^{+}$.

Proof. Since $\mathcal{W}(K \cap H)$ contains a full set of representatives for $W$, the equality (3.10) follows from the polar decomposition of Lemma 3.6.

To establish uniqueness, let $v_{1}, v_{2} \in \mathcal{W}$ and assume that $K a_{1} v_{1} H=$ $K a_{2} v_{2} H$ for $a_{1}, a_{2} \in A_{\mathrm{q}}^{+}$. Then $K v_{1}^{-1} a_{1} v_{1} H=K v_{2}^{-1} a_{2} v_{2} H$, hence $v_{1}^{-1} a_{1} v_{1}$ and $v_{2}^{-1} a_{2} v_{2}$ are $W_{K \cap H}$-conjugate by Lemma 3.6. This implies that $v_{1}$ and $v_{2}$ determine the same coset in $W / W_{K \cap H}$, hence are equal.

Example 3.8 Let $\mathrm{X}=\mathrm{X}_{p, q}$ be a real hyperbolic space. Let

$$
Y=\left(\begin{array}{ccccc}
0 & \cdots & & 0 & 1 \\
0 & & & & 0 \\
\vdots & & 0 & & \vdots \\
0 & & & & \\
1 & 0 & \cdots & & 0
\end{array}\right)
$$

Then $\mathfrak{a}_{\mathrm{q}}=\mathbb{R} Y$ is maximal abelian in $\mathfrak{p} \cap \mathfrak{q}$. One readily checks that

$$
a_{t}=\exp t Y=\left(\begin{array}{ccccc}
\cosh t & 0 & \cdots & 0 & \sinh t \\
0 & & & 0 \\
\vdots & & \mathrm{I} & & \vdots \\
0 & & & & 0 \\
\sinh t & 0 & \cdots & 0 & \cosh t
\end{array}\right)
$$

from which it follows that

$$
\begin{aligned}
A_{\mathrm{q}} e_{1} & =\left\{\cosh t e_{1}+\sinh t e_{n} \mid t \in \mathbb{R}\right\} \\
& =\left\{x \in \mathbb{R}^{n} \mid x_{i}=0,1<i<n, x_{1}^{2}-x_{n}^{2}=1\right\} .
\end{aligned}
$$

It is now readily seen that $K A_{\mathrm{q}} e_{1}=\mathrm{X}_{p, q}$, and we conclude that $G=$ $\mathrm{SO}_{e}(p, q)$ acts transitively on $\mathrm{X}_{p, q}$. We also see that $G=K A_{\mathrm{q}} H$. It is now straightforward to verify the statements of Example 3.4.

In the present situation the root system is given by $\Sigma=\{ \pm \alpha\}$, where $\alpha(Y)=1$. Thus, $W=\{ \pm I\}$. Moreover, there is a significant difference between the cases $q=1$ and $q>1$. If $q=1$, then $W_{K \cap H}=\{I\}$, but if $q>1$ then $W_{K \cap H}=W$. See [82], Example 2.2, for details. The difference is reflected by the fact that $\mathrm{X}_{+}=\mathrm{X}_{p, q} \backslash\left(\mathbb{R}^{p} \times\{0\}\right)$ consists of two connected components for $q=1$ and of one connected component for $q>1$.

The decomposition (3.10) gives rise to an integral decomposition for X. If $\alpha \in \Sigma=\Sigma\left(\mathfrak{g}, \mathfrak{a}_{\mathrm{q}}\right)$, let $\mathfrak{g}_{\alpha}$ be the associated root space in $\mathfrak{g}$. Since $\sigma \circ \theta=I$ on $\mathfrak{a}_{\mathrm{q}}$, the involution $\sigma \circ \theta$ leaves each root space $\mathfrak{g}_{\alpha}$, for $\alpha \in \Sigma$, invariant. It follows that the root space decomposes compatibly with (3.6),

$$
\mathfrak{g}_{\alpha}=\left(\mathfrak{g}_{\alpha} \cap \mathfrak{g}_{+}\right) \oplus\left(\mathfrak{g}_{\alpha} \cap \mathfrak{g}_{-}\right) .
$$

Accordingly, $m_{\alpha}:=\operatorname{dim} \mathfrak{g}_{\alpha}=m_{\alpha}^{+}+m_{\alpha}^{-}$, where

$$
m_{\alpha}^{ \pm}=\operatorname{dim}\left(\mathfrak{g}_{\alpha} \cap \mathfrak{g}_{ \pm}\right) .
$$

We will also need the following notation. Recall that $\exp : \mathfrak{a}_{\mathrm{q}} \rightarrow A_{\mathrm{q}}$ is a diffeomorphism. We denote its inverse by log. If $\mu \in \mathfrak{a}_{\mathrm{qC}}^{*}$, we put

$$
\begin{equation*}
a^{\mu}=e^{\mu(\log a)} \quad\left(a \in A_{\mathrm{q}}\right) . \tag{3.11}
\end{equation*}
$$

In other words, $(\exp X)^{\mu}=e^{\mu(X)}$, for $X \in \mathfrak{a}_{\mathrm{q}}$.
Theorem 3.9 Let dx be a choice of invariant measure on X and let $d k$ be normalized Haar measure. There exists a unique choice of Haar measure da on $A_{\mathrm{q}}$ such that, for $f \in L^{1}(\mathrm{X})$,

$$
\int_{\mathrm{X}} f(x) d x=\sum_{v \in \mathcal{W}} \int_{K} \int_{A_{\mathrm{q}}^{+}} f(k a v H) J(a) d a d k
$$

Here $J(a)=\prod_{\alpha \in \Sigma^{+}}\left(a^{\alpha}-a^{-\alpha}\right)^{m_{\alpha}^{+}}\left(a^{\alpha}+a^{-\alpha}\right)^{m_{\alpha}^{-}}$with $\Sigma^{+}$the positive system determined by $\mathfrak{a}_{\mathrm{q}}^{+}$.

The computation of the Jacobian is due to M. Flensted-Jensen, [45], Thm. 2.6., Eq. (2.14). Note that in the above formula, $A_{\mathrm{q}}^{+}$is a chamber for $\Sigma$, whereas in the mentioned result of [45], the integration is reduced to a bigger chamber in $A_{\mathrm{q}}$ for the smaller root system $\Sigma\left(\mathfrak{g}_{+}, \mathfrak{a}_{\mathrm{q}}\right)$. In particular, no summation over $\mathcal{W}$ is needed. The computation of the Jacobian can also be found in [83], proof of Thm. 8.1.1.

Example 3.10 For the example $\mathrm{X}_{p, q}$ the above result is treated in detail in [82], Example 2.3.

## 4 Invariant differential operators

## A dual Riemannian space

In this section we will explain the structure of the algebra $\mathbb{D}(\mathrm{X})$ of invariant differential operators on X . The key idea is to relate this algebra to the algebra of invariant differential operators on a suitable dual Riemannian symmetric space. The structure of the latter algebra is well known.

If $\mathfrak{v}$ is a finite dimensional real linear space, we agree to denote the symmetric algebra of its complexification by $S(\mathfrak{v})$. If $\mathfrak{l}$ is a Lie algebra, we denote by $U(\mathfrak{l})$ the universal enveloping algebra of its complexification.

Let $\mathfrak{g}_{+}$and $\mathfrak{g}_{-}$be as in (3.6). Then

$$
\mathfrak{g}_{+}=\mathfrak{k} \cap \mathfrak{h} \oplus \mathfrak{p} \cap \mathfrak{q} \quad \text { and } \quad \mathfrak{g}_{-}=\mathfrak{k} \cap \mathfrak{q} \oplus \mathfrak{p} \cap \mathfrak{h} .
$$

One readily checks that $\mathfrak{g}_{+}$is a subalgebra and that $\left[\mathfrak{g}_{+}, \mathfrak{g}_{-}\right] \subset \mathfrak{g}_{-}$, hence

$$
\mathfrak{g}^{d}:=\mathfrak{g}_{+} \oplus i \mathfrak{g}_{-}
$$

is a real form of the complexification $\mathfrak{g}_{\mathrm{C}}$ of $\mathfrak{g}$. A nice feature of this dual real form is that the roles of $\theta$ and $\sigma$ become interchanged. More precisely, let $\theta_{\mathbb{C}}$ and $\sigma_{\mathbb{C}}$ be the complex linear extensions of $\theta$ and $\sigma$ to $\mathfrak{g}_{\mathbb{C}}$, and define

$$
\theta^{d}=\left.\sigma_{\mathrm{C}}\right|_{\mathfrak{g}^{d}}, \quad \sigma^{d}=\left.\theta_{\mathbb{C}}\right|_{\mathfrak{g}^{d}}
$$

Then $\operatorname{ker}\left(\theta^{d}-I\right)=(\mathfrak{k} \cap \mathfrak{h}) \oplus i(\mathfrak{p} \cap \mathfrak{h})$. It is well known that $\mathfrak{k} \oplus i \mathfrak{p}$ is a compact real form of $\mathfrak{g}_{\mathrm{c}}$. Hence, $\theta^{d}$ is a Cartan involution for the dual real form $\mathfrak{g}^{d}$, which explains the notation. Clearly, $\sigma^{d}$ is an involution of $\mathfrak{g}^{d}$ that commutes with $\theta^{d}$.

Fix a complex linear algebraic group $G_{\mathrm{C}}$ with algebra $\mathfrak{g}_{\mathrm{c}}$ and let $G^{d}, K^{d}$ be the analytic subgroups with Lie algebras $\mathfrak{g}^{d}$ and

$$
\mathfrak{e}^{d}:=\operatorname{ker}\left(\theta^{d}-I\right)=\mathfrak{h}_{\mathbb{C}} \cap \mathfrak{g}^{d} .
$$

Let $H_{\mathbb{C}}$ be the analytic subgroup with algebra $\mathfrak{h}_{\mathrm{C}}$. Then $\mathrm{X}^{d}=G^{d} / K^{d}$ is a Riemannian real form of the complex symmetric space $G_{\mathbb{C}} / H_{\mathbb{C}}$.

Example 4.1 Let $\mathrm{X}=\mathrm{X}_{p \cdot q}=\mathrm{SO}_{e}(p, q) / \mathrm{SO}_{e}(p-1, q)$. As a complexification of X we may take $\mathrm{SO}(n)_{\mathrm{c}} / \mathrm{SO}(n-1)_{\mathrm{c}}$, where $n=p+q$. Moreover, the dual Riemannian form becomes $\mathrm{X}^{d}=\mathrm{SO}_{e}(n-1,1) / \mathrm{SO}_{e}(n-2,1)$.

Lemma 4.2 There is a natural isomorphism

$$
\begin{equation*}
\mathbb{D}(\mathrm{X}) \simeq \mathbb{D}\left(\mathrm{X}^{d}\right) . \tag{4.1}
\end{equation*}
$$

Proof. If $H$ is connected, the proof is straightforward, involving the isomorphism (2.24) for both X and $\mathrm{X}^{d}$,

$$
\begin{aligned}
\mathbb{D}(\mathrm{X}) & \simeq U(\mathfrak{g})^{H} / U(\mathfrak{g})^{H} \cap U(\mathfrak{g}) \mathfrak{h} \\
& =U(\mathfrak{g}) \mathfrak{h} / U(\mathfrak{g})^{\mathfrak{h}} \cap U(\mathfrak{g}) \mathfrak{h} \\
& =U\left(\mathfrak{g}^{d}\right)^{\mathfrak{E}^{d}} / U\left(\mathfrak{g}^{d}\right)^{\mathfrak{e}^{d}} \cap U\left(\mathfrak{g}^{d}\right) \mathfrak{k}^{d} \simeq \mathbb{D}\left(\mathrm{X}^{d}\right) .
\end{aligned}
$$

If $H$ is non-connected, the second identity is not completely obvious, but can be proved, using information on the structure of $H / H_{e}$. See [6], Lemma 2.1, for details.

Example 4.3 Let $\mathrm{X}=\mathrm{X}_{p, q}$ be real hyperbolic space. In Example 4.1 we saw that the dual space $\mathrm{X}^{d}$ equals the Riemannian hyperbolic space $\mathrm{SO}_{e}(n-1,1) / \mathrm{SO}_{e}(n-2,1)$, where $n=p+q$. Now $\mathbb{D}\left(\mathrm{X}^{d}\right)$ is the polynomial algebra generated by the Laplace-Beltrami operator $\square$ on $\mathrm{X}^{d}$. Under the isomorphism (4.1), $\square$ corresponds to the pseudo-Laplacian $\square_{p, q}$ on $\mathrm{X}_{p, q}$. Consequently, $\mathbb{D}(\mathrm{X})$ is the polynomial algebra generated by $\square_{p, q}$.

From the theory of Riemannian symmetric spaces, we recall the existence of a canonical isomorphism

$$
\gamma^{d}: \mathbb{D}\left(\mathrm{X}^{d}\right) \xrightarrow{\simeq} I\left(\mathfrak{a}_{\mathfrak{p}}^{d}\right),
$$

where $\mathfrak{a}_{\mathfrak{p}}^{d}$ is maximal abelian in $\mathfrak{p}$, and where $I\left(\mathfrak{a}_{\mathfrak{p}}^{d}\right)$ is the collection of invariants in $S\left(\mathfrak{a}_{\mathfrak{p}}^{d}\right)$ for the action of the reflection group $W\left(\mathfrak{g}^{d}, \mathfrak{a}_{\mathfrak{p}}^{d}\right)$ of the root system of $\mathfrak{a}_{\mathfrak{p}}^{d}$ in $\mathfrak{g}^{d}$. In particular, it follows that $\mathbb{D}\left(\mathrm{X}^{d}\right)$ is a polynomial algebra of rank $\operatorname{dim} \mathfrak{a}_{\mathfrak{p}}^{d}$. Combined with Lemma 4.2, this leads to the following.

Corollary 4.4 $\mathbb{D}(\mathrm{X})$ is a polynomial algebra of rank $\operatorname{dim} \mathfrak{a}_{\mathfrak{p}}^{d}$. In particular it is commutative.

Corollary 4.5 The characters of the algebra $\mathbb{D}(\mathrm{X})$ are of the form $\chi_{\lambda}$ : $D \mapsto \gamma(D, \lambda)$, with $\lambda \in \mathfrak{a}_{\mathfrak{p c}}^{d *}$. Two characters $\chi_{\lambda}$ and $\chi_{\mu}$ are equal if and only if $\lambda$ and $\mu$ are conjugate under $W\left(\mathfrak{g}, \mathfrak{a}_{\mathfrak{p}}^{d}\right)$.

## Cartan subspaces

We shall now discuss, for the symmetric pair $(\mathfrak{g}, \mathfrak{h})$, the analogue of the notion of a Cartan subalgebra for a real reductive Lie algebra.

Definition 4.6 By a Cartan subspace of $\mathfrak{q}$ we mean a subspace $\mathfrak{b} \subset \mathfrak{q}$ that is maximal subject to the following two conditions
(a) $\mathfrak{b}$ is abelian;
(b) $\mathfrak{b}$ consists of semisimple elements.

By using method of complexification of the previous subsection, it can be shown that $\operatorname{dim} \mathfrak{b}$ is independent of $\mathfrak{b}$, though in general there are several, but finitely many, $H$-conjugacy classes of Cartan subspaces. The number $\operatorname{dim} \mathfrak{b}$ is called the rank of X. It can be shown that every Cartan subspace is $H_{e}$-conjugate to one that is $\theta$-stable, i.e., invariant under the involution $\theta$.

Example 4.7 In the case of the group, see Example 1.2,

$$
\mathfrak{q}=\{(X,-X) \mid X \in \mathfrak{\mathfrak { g }}\} .
$$

For each Cartan subalgebra ${ }^{\mathfrak{j}} \subset \mathfrak{\mathfrak { g }}$, the space $\mathfrak{b}_{\mathfrak{j}}:=\left\{(X,-X) \mid X \in{ }^{\mathfrak{j}}\right\}$ a Cartan subspace of $\mathfrak{q}$. Moreover, the map ${ }^{\mathfrak{j}} \mapsto \mathfrak{b}_{\mathfrak{j}}$ establishes a bijection between the collection of all Cartan subalgebras of ' $\mathfrak{g}$ onto the collection of Cartan subspaces of $\mathfrak{g}$; it induces a bijecion from the the finite set of ${ }^{\prime} G$-conjugacy classes of $' \theta$-stable subalgebras onto the set of $H$-conjugacy classes of Cartan subspaces of $\mathfrak{q}$.

A particular Cartan subspace of $\mathfrak{q}$ is obtained as follows. Let

$$
\begin{equation*}
\mathfrak{a}_{\mathrm{q}} \subset \mathfrak{p} \cap \mathfrak{q} \tag{4.2}
\end{equation*}
$$

be a maximal abelian subspace. Being a subset of $\mathfrak{p}$, the space $\mathfrak{a}_{\mathrm{q}}$ consists of semisimple elements. Let $\mathfrak{m}_{1}$ be the centralizer of $\mathfrak{a}_{q}$ in $\mathfrak{g}$, then $\mathfrak{m}_{1} \cap \mathfrak{q} \subset$ $\left(\mathfrak{m}_{1} \cap \mathfrak{k} \cap \mathfrak{q}\right) \oplus \mathfrak{a}_{q}$. Let $\mathfrak{t} \subset \mathfrak{m}_{1} \cap \mathfrak{k} \cap \mathfrak{q}$ be maximal abelian. Then $\mathfrak{t}$ consists of semisimple elements, hence so does

$$
\mathfrak{b}:=\mathfrak{t} \oplus \mathfrak{a}_{\mathrm{q}}
$$

Clearly, $\mathfrak{b}$ is a $\theta$-stable Cartan subspace of $\mathfrak{q}$. We call it maximally split, since $\mathfrak{g}$ splits maximally for the action of $\mathfrak{b}$ by ad. Note that the number $\operatorname{dim} \mathfrak{a}_{q}$ (the rank of the Riemannian pair $\left(\mathfrak{g}_{+}, \mathfrak{p} \cap \mathfrak{q}\right)$ ) is independent of the particular choice of $\mathfrak{a}_{\mathrm{q}}$. This number is called the split rank of X or the $\sigma$-split rank
of $G$. It can be shown that every maximally split $\theta$-stable subspace of $\mathfrak{q}$ is $K \cap H_{e}$-conjugate to $\mathfrak{b}$.

To the $\theta$-stable Cartan subspace $\mathfrak{b}$ we associate $\mathfrak{a}_{\mathfrak{p}}^{d}:=\mathfrak{b} \cap \mathfrak{p} \oplus i(\mathfrak{b} \cap \mathfrak{k})$ which is maximal abelian in $\mathfrak{p}^{d}$. Let $\Sigma\left(\mathfrak{g}_{\mathbb{C}}, \mathfrak{b}\right)$ be the root system of $\mathfrak{b}$ in $\mathfrak{g}_{\mathbb{C}}, W(\mathfrak{b})$ the associated Weyl group and $I(\mathfrak{b})$ the associated collection of $W(\mathfrak{b})$-invariants in $\mathcal{S}(\mathfrak{b})$. Then obviously $I(\mathfrak{b})=I\left(\mathfrak{a}_{\mathfrak{p}}^{d}\right)$. Let $\gamma: \mathbb{D}(\mathrm{X}) \rightarrow I(\mathfrak{b})$ be the map which makes the following diagram commutative


The vertical isomorphism on the left side of the diagram is the natural isomorphism indicated in the proof of Lemma 4.2. Since $\gamma^{d}$ is an isomorphism of algebras, it follows that $\gamma$ is an isomorphism as well. The latter is called the Harish-Chandra isomorphism for $\mathbb{D}(\mathrm{X})$ and $\mathfrak{b}$. The well-known description of $\gamma^{d}$ in terms of the universal enveloping algebra, see, e.g., [63], Ch. II, Thm. 5.17, leads to the following similar description of $\gamma$. The reader may keep in mind that in the Riemannian case, which arises for $\sigma=\theta$, the algebra $\mathfrak{g}$ coincides with its dual form $\mathfrak{g}^{d}$ and, accordingly, the description of $\gamma$ given below coincides with that of $\gamma^{d}$.

Let $\Sigma^{+}\left(\mathfrak{g}_{\mathbb{C}}, \mathfrak{b}\right)$ be a choice of positive roots, and let $\mathfrak{g}_{\mathbb{C}}^{+}$be the associated sum of positive root spaces. Then $\mathfrak{g}_{\mathbb{C}}=\mathfrak{h}_{\mathbb{C}} \oplus \mathfrak{b}_{\mathbb{C}} \oplus \mathfrak{g}_{\mathbb{C}}^{+}$complexifies the Iwasawa decomposition $\mathfrak{g}^{d}=\mathfrak{k}^{d} \oplus \mathfrak{a}_{\mathfrak{p}}^{d} \oplus\left(\mathfrak{g}_{\mathbb{C}}^{+} \cap \mathfrak{g}^{d}\right)$ for $\mathfrak{g}^{d}$. By application of the Poincaré-Birkhoff-Witt (or PBW) theorem, we see that the decomposition induces the following decomposition of the universal enveloping algebra

$$
U(\mathfrak{g})=\left[\mathfrak{g}_{\mathbb{C}}^{+} U(\mathfrak{g})+U(\mathfrak{g}) \mathfrak{h}_{\mathbb{C}}\right] \oplus U(\mathfrak{b})
$$

Let $D \in \mathbb{D}(\mathrm{X})$. Then $D=R_{u}$ for a $u \in U(\mathfrak{g})^{H}$. There is a unique $u_{0} \in U(\mathfrak{b})$, only depending on $u$ through its image $D$, such that

$$
u-u_{0} \in \mathfrak{g}_{\mathbb{C}}^{+} U(\mathfrak{g})+U(\mathfrak{g}) \mathfrak{h}_{\mathbb{C}} .
$$

The element $\gamma(D) \in I(\mathfrak{b})$ is now given by $\gamma(D)=T_{\rho_{\mathfrak{b}}} u_{0}$, where $\rho_{\mathfrak{b}}=$ $\left.\frac{1}{2} \operatorname{tr}_{\mathbb{C}} \operatorname{ad}(\cdot) \right\rvert\, \mathfrak{g}_{\mathbb{C}}^{+}$and where $T_{\rho_{\mathfrak{b}}}$ denotes the the automorphism of $\mathcal{S}(\mathfrak{b})$ induced by the translation $x \mapsto x+\rho_{\mathfrak{b}}$.

## 5 The discrete series

## Flensted-Jensen's duality

The idea of passing to the dual Riemannian form $\mathrm{X}^{d}$ plays an important role in the theory of the discrete series of X. We shall restrict ourselves to giving a short account of some of the main ideas involved. For simplicity of the exposition we make the mild assumption in this section that $G$ is the analytic subgroup with Lie algebra $\mathfrak{g}$ of a complex Lie group $G_{\mathbb{C}}$ with Lie algebra $\mathfrak{g}_{\mathrm{C}}$. Let $G^{d}, K^{d}$ and $H^{d}$ be the analytic subgroups of $G_{\mathrm{C}}$ with Lie algebras $\mathfrak{g}^{d}, \mathfrak{k}^{d}$ and $\mathfrak{h}^{d}$, respectively. We put $X^{d}=G^{d} / K^{d}$ and agree to write $C^{\infty}\left(\mathrm{X}^{d}\right)_{H^{d}}$ for the space of smooth $H^{d}$-finite functions on $\mathrm{X}^{d}$. The following result, due to M. Flensted-Jensen [45], establishes an important duality between functions on X and on $\mathrm{X}^{d}$. We observe that $A_{\mathrm{q}}$ naturally embeds into each of the spaces X and $\mathrm{X}^{d}$. Moreover, by Lemma 3.6,

$$
\begin{equation*}
\mathrm{X}=K A_{\mathrm{q}} \quad \text { and } \quad \mathrm{X}^{d}=H^{d} A_{\mathrm{q}} \tag{5.1}
\end{equation*}
$$

The isomorphism $\mathbb{D}(\mathrm{X}) \rightarrow \mathbb{D}\left(\mathrm{X}^{d}\right)$ of Lemma 4.2 is denoted by $D \mapsto D^{d}$.
Theorem 5.1 There exists a unique linear map $f \mapsto f^{d}$ from $C^{\infty}(\mathrm{X})_{K}$ to $C^{\infty}\left(\mathrm{X}^{d}\right)_{H^{d}}$ with the property that, for all $f$, and all $X \in U(\mathfrak{k})=U\left(\mathfrak{h}^{d}\right)$,

$$
\left.L_{X} f\right|_{A_{\mathrm{q}}}=\left.L_{X} f^{d}\right|_{A_{\mathrm{q}}},
$$

where $L$ denotes the infinitesimal left regular representation.
The map $f \mapsto f^{d}$ is injective. Moreover, for every $f \in C^{\infty}(\mathrm{X})_{K}$,

$$
(D f)^{d}=D^{d} f^{d}, \quad(D \in \mathbb{D}(\mathrm{X})) .
$$

Proof. It suffices to prove the result for functions with a fixed $K$-type. One then combines the decompositions (5.1) with the fact that each finite dimensional representation of $K$ extends to a holomorphic representation of the analytic group $K_{\mathbb{C}}$ with Lie algebra $\mathfrak{k}_{\mathbb{C}}$, which has $K$ as a compact real form, and $H^{d}$ as another real form.

We now turn to the application of the above idea to the study of the collection $\mathrm{X}_{d s}^{\wedge}$ of discrete series representations for X . Given a continuous representation of $G$ in a locally convex space $V$, we denote by $V_{K}$ the set of $K$-finite vectors in $V$.

Let $\pi \in \mathrm{X}_{d s}^{\wedge}$. Then it follows from Lemma 2.8 combined with the fact that the map $M_{\pi}$ in (2.22) is bijective, that every function in the space $L^{2}(\mathrm{X})_{\pi, K}$
decomposes inside the mentioned space as a finite sum of simultaneous eigenfunctions for $\mathbb{D}(\mathrm{X})$. Thus, a first step towards the classification of the discrete series is the determination of all eigenfunctions in $C^{\infty}(\mathrm{X}) \cap L^{2}(\mathrm{X})_{K}$ for $\mathbb{D}(\mathrm{X})$. It can be shown that such functions automatically belong to $L^{2}(\mathrm{X})_{\mathrm{ds}}$.

Let a function $f$ of the mentioned type be given. Thus, $f \in C^{\infty}(\mathrm{X}) \cap$ $L^{2}(\mathrm{X})_{K}$ and in the notation of Section 4 , there exists a $\Lambda \in \mathfrak{b}_{\mathbb{C}}^{*}$ such that

$$
\begin{equation*}
D f=\gamma(D, \Lambda) f \quad(D \in \mathbb{D}(\mathrm{X})) . \tag{5.2}
\end{equation*}
$$

Applying Theorem 5.1 we see that the associated dual function $\left.f^{d} \in C^{\infty} \mathrm{X}^{d}\right)_{H^{d}}$ satisfies the system of differential equations

$$
\begin{equation*}
D f^{d}=\gamma^{d}(D, \Lambda) f^{d} \quad\left(D \in \mathbb{D}\left(\mathrm{X}^{d}\right)\right) . \tag{5.3}
\end{equation*}
$$

Moreover, the $L^{2}$-behavior of $f$ can be formulated in terms of growth conditions of $f^{d}$ at infinity. Attached to the system (5.3) is a certain Poisson transform $\mathcal{P}^{d}$, which we shall briefly describe. Let $G^{d}=K^{d} A_{\mathfrak{p}}^{d} N^{d}$ be an Iwasawa decomposition, let $M^{d}$ be the centralizer of $A_{\mathfrak{p}}^{d}$ in $K^{d}$ and let $P^{d}=M^{d} A_{\mathfrak{p}}^{d} N^{d}$ be the corresponding minimal parabolic subgroup of $G^{d}$. Let $\rho^{d} \in\left(\mathfrak{a}_{\mathfrak{p}}^{d}\right)^{*}$ be defined by

$$
\rho^{d}(\cdot)=\frac{1}{2} \operatorname{tr}\left(\left.\operatorname{ad}(\cdot)\right|_{\mathbf{n}^{d}}\right) .
$$

In other words, $\rho^{d}=\frac{1}{2} \Sigma_{\alpha} \operatorname{dim}\left(\mathfrak{g}_{\alpha}^{d}\right) \alpha$, where the summation extends over the $\mathfrak{a}_{\mathfrak{p}}^{d}$-roots $\alpha$ in $\mathfrak{n}^{d}$.

Let $\mathbb{C}_{\Lambda}$ denote $\mathbb{C}$ equipped with the $A_{\mathfrak{p}}^{d}$-action determined by $\Lambda-\rho^{d}$. Thus, $a \in A_{\mathfrak{p}}^{d}$ acts on $\mathbb{C}_{\Lambda}$ by the scalar $a^{\Lambda-\rho^{d}}$. The action of $A_{\mathfrak{p}}^{d}$ is extended to an action of $P^{d}$ on $\mathbb{C}_{\Lambda}$, by letting $M^{d}$ and $N^{d}$ act trivially. We now define the $G$-equivariant line bundle $\mathcal{L}_{\Lambda}$ on the flag manifold $G^{d} / P^{d}$ by

$$
\mathcal{L}_{\Lambda}:=G^{d} \times_{P^{d}} \mathbb{C}_{\Lambda} .
$$

The space $\Gamma\left(\mathcal{L}_{\Lambda}\right)$ of continuous sections of this bundle is naturally identified with the space of continuous functions $f: G \rightarrow \mathbb{C}$ transforming according to the rule

$$
f(x \operatorname{man})=a^{\Lambda-\rho^{d}} f(x),
$$

for all $x \in G^{d}$ and $(m, a, n) \in M^{d} \times A_{\mathfrak{p}}^{d} \times N^{d}$. The natural action of $G^{d}$ on sections defines a continuous representation $\pi_{\Lambda}$ of $G^{d}$ in $\Gamma\left(\mathcal{L}_{\Lambda}\right)$. Let $\mathcal{B}\left(\mathcal{L}_{\Lambda}\right)$ denote the space of hyperfunction sections of the line bundle $\mathcal{L}_{\Lambda}$. This space
may be identified with the dual of the locally convex space of analytic sections of the bundle $\mathcal{L}_{-\Lambda}$, and thus is a locally convex space. We define the Poisson transform $\mathcal{P}_{\Lambda}: \mathcal{B}\left(\mathcal{L}_{\Lambda}\right) \rightarrow C^{\infty}\left(\mathrm{X}^{d}\right)$ by the formula

$$
\mathcal{P}_{\Lambda} \varphi(\bar{x})=\int_{K^{d}} \varphi(x k) d k, \quad\left(x \in G^{d}\right),
$$

where $d k$ denotes normalized Haar measure of $K^{d}$. From the definition it readily follows that the Poisson transform intertwines the representation $\pi_{\Lambda}$ with the left regular representation $L$. Moreover, it maps into the space $\mathcal{E}_{\Lambda}\left(\mathrm{X}^{d}\right)$ of smooth functions $f \in C^{\infty}\left(\mathrm{X}^{d}\right)$ satisfying the system (5.3).

Let $\mathcal{E}_{\Lambda}^{*}\left(\mathrm{X}^{d}\right)$ denote the space of functions $f \in \mathcal{E}_{\Lambda}\left(\mathrm{X}^{d}\right)$ for which there exist constants $r \in \mathbb{R}$ and $C>0$ such that

$$
\begin{equation*}
\|f\|:=|f(x)| \leq C e^{r \operatorname{dist}(x, \bar{e})} \quad\left(x \in \mathrm{X}^{d}\right) \tag{5.4}
\end{equation*}
$$

where $\operatorname{dist}(x, \bar{e})$ denotes the Riemannian distance in $\mathrm{X}^{d}$ between $x$ and the origin $\bar{e}=e K^{d}$. Note that $\operatorname{dist}(x, \bar{e})=e^{|X|}$ for $X \in \mathfrak{p}^{d}$ and $x=\exp X K^{d}$.

It is not hard to show that $\mathcal{P}_{\Lambda}$ maps the space $\mathcal{D}^{\prime}\left(\mathcal{L}_{\Lambda}\right)$ of distribution sections of $\mathcal{L}_{\Lambda}$ continuously into the space $\mathcal{E}_{\Lambda}^{*}\left(\mathrm{X}^{d}\right)$, equipped with the locally convex topology suggested by the estimates (5.4).

Theorem 5.2 Let $\operatorname{Re}(\Lambda)$ be dominant with respect to the roots of $\mathfrak{a}_{\mathfrak{p}}^{d}$ in $\mathfrak{n}^{d}$. Then the Poisson transform $\mathcal{P}_{\Lambda}$
(a) is a topological linear isomorphism $\mathcal{B}\left(\mathcal{L}_{\Lambda}\right) \xrightarrow{\simeq} \mathcal{E}_{\Lambda}\left(\mathrm{X}^{d}\right)$, and
(b) restricts to a topological linear isomorphism $\mathcal{D}^{\prime}\left(\mathcal{L}_{\Lambda}\right) \stackrel{\cong}{\rightrightarrows} \mathcal{E}_{\Lambda}^{*}\left(\mathrm{X}^{d}\right)$

For $\mathrm{X}^{d}$ of rank one, part (a) of the theorem is due to S. Helgason [61]. In [62] he conjectured part (a) to be true in general, and established it on the level of $K^{d}$-finite functions. Part (a) was established in generality by M. Kashiwara, A. Kowata, K. Minemura, K. Okamoto, T. Oshima and T. Tanaka, [65], by means of the microlocal machinary developed by the school around M. Sato. In particular, this machinary allowed to define a boundary value inverting the Poisson transform, generalizing the classical boundary value for harmonic functions on the disk. Part (b) is due to T. Oshima and J. Sekiguchi [78]. Later, N. Wallach gave a different proof of (b), [87], based on the theory of asymptotic behavior of matrix coefficients. Inspired by this work, E.P. van den Ban and H. Schlichtkrull, [12], gave a proof of (b) via a theory of asymptotic expansions with distribution coefficients, which allowed them to define a distributional boundary value inverting the restricted Poisson transform of (b).

The system (5.2) remains unchanged if $\Lambda$ is replaced by a conjugate under the Weyl group $W\left(\mathfrak{g}^{d}, \mathfrak{a}_{\mathfrak{p}}^{d}\right)$. Without loss of generality, $\operatorname{Re} \Lambda$ may therefore be assumed to be dominant. It can be shown that for a function $f \in$ $C^{\infty}(\mathrm{X}) \cap L^{2}(\mathrm{X})_{K}$ satisfying the system (5.2), the function $f^{d}$ satisfies a growth condition which in particular implies (5.4). Therefore, for such a function $f$, the dual function $f^{d}$ may be realized as a Poisson transform of a unique distribution section $\varphi \in \mathcal{D}^{\prime}\left(\mathcal{L}_{\Lambda}\right)$, which by equivariance is $H^{d}$-finite.

Theorem 5.3 Assume that $\operatorname{rk}(G / H)=\operatorname{rk}(K / K \cap H)$. Then there exist infinitely many discrete series representations for X .

For the case of the group this result is due to Harish-Chandra [53], [54], who also established the necessity of the above rank condition, and gave the full classification of the discrete series via character theory.

The generalization to symmetric spaces is due to Flensted-Jensen [45]. The idea of his proof is to construct, for infinitely many dominant values of $\Lambda \in\left(\mathfrak{a}_{\mathfrak{p}}^{d}\right)^{*}$, a non-trivial function $f \in C^{\infty}(\mathrm{X}) \cap L^{2}(\mathrm{X})_{K}$ satisfying (5.2), via its dual $f^{d}$. The dual is obtained as a Poisson transform $f^{d}=\mathcal{P}_{\Lambda}(\varphi)$, with $\varphi$ a distribution section of $\mathcal{L}_{\Lambda}$, with support contained in a closed $H^{d}$-orbit on $G^{d} / P^{d}$.

## The classification of Oshima and Matsuki

In [77], T. Oshima and T. Matsuki established the necessity of the rank condition of Theorem 5.3 for the existence of discrete series. They used the mentioned theory of boundary values to show that the growth condition on $f^{d}$ can be translated into a condition on the support of $\mathcal{P}_{\Lambda}^{-1}\left(f^{d}\right)$, which by equivariance is a union of $H^{d}$ orbits on $G^{d} / P^{d}$. Moreover, this condition can only be met if the rank condition is fulfilled. This leads to the following.

Theorem 5.4 $\mathrm{X}_{d s}^{\wedge} \neq \varnothing \Longleftrightarrow \operatorname{rk}(G / H)=\operatorname{rk}(K / K \cap H)$.
Example 5.5 If $\operatorname{rk}(G / H)=1$ then clearly $\mathrm{X}_{d s} \neq \varnothing$. It is readily seen that the hyperbolic spaces $\mathrm{X}_{p, q}$, see Example 3.4, have rank 1 ; therefore, each of these has infinitely many representations in the discrete series.

In addition, in [77], Oshima and Matsuki proved, under the rank condition, that a function $f \in C^{\infty}(\mathrm{X})$ is in $L^{2}(\mathrm{X})$ if and only if its dual $f^{d}$ is the Poisson transform of a distribution section of $\mathcal{L}_{\Lambda}$ with support contained in a union of closed $H^{d}$-orbits. Moreover, they obtained the following information on the infinitesimal character $\Lambda$.

Theorem 5.6 ([77]) Let $\pi \in \mathrm{X}_{\text {ds }}^{\wedge}$ and let $\mathfrak{b} \subset \mathfrak{q}$ be a $\theta$-stable Cartan subspace. Then the eigenvalues of the $\mathbb{D}(\mathrm{X})$-module $\left(\mathcal{H}_{\pi}^{-\infty}\right)_{\mathrm{ds}}^{H}$ are all of the form

$$
D \mapsto \gamma(D, \Lambda),
$$

with $\Lambda \in \mathfrak{b}_{\mathbb{C}}^{*}$ real and regular, i.e.,

$$
\langle\Lambda, \alpha\rangle \in \mathbb{R} \backslash\{0\}, \quad \text { for all } \quad \alpha \in \Sigma\left(\mathfrak{g}_{\mathbb{C}}, \mathfrak{b}\right) .
$$

In addition to this, for $G$ connected semisimple, Oshima and Matsuki gave a list of representations spanning $L_{d}^{2}(\mathrm{X})$. For a few of these it remained an open problem whether they are non-zero or irreducible (a priori they are finite sums of irreducibles). The irreducibility was settled by D. Vogan, [85]. In [70] T. Matsuki gave necessary conditions for non-triviality, which he announced to be sufficient. The final problem is whether the list contains double occurrences. The answer is believed to be no under the mentioned assumption on $G$, implying that for a representation $\pi$ from the discrete series, $\operatorname{dim}\left(\mathcal{H}_{\pi}^{-\infty}\right)_{\mathrm{ds}}=1$, or equivalently, $\pi$ occurs with multiplicity one in the Plancherel formula. This fact has been established by F. Bien [26], except for spaces that have as a factor one of 4 exceptional symmetric spaces.

In the proof of the Plancherel theorem that we will describe, we do not need the full description of $\mathrm{X}_{d s}^{\wedge}$. The formulation of the Plancherel theorem is put in a form that avoids precise description of the discrete series. As a consequence, Theorems 5.4 and 5.6 are sufficient for the proof. At the same time, it should be emphasized that the mentioned theorems are absolutely indispensible for the proof. This is also true for Delorme's proof in [40].

## 6 Parabolic subgroups

## The Coxeter complex

In the proof of the Plancherel formula, the asymptotic behavior of $K$-finite eigenfunctions of $\mathbb{D}(\mathrm{X})$ plays a crucial role. In view of the polar decomposition of Lemma 3.6, for a proper description of this behavior it is necessary to use an appropriate description of asymptotic directions to infinity in $A_{\mathrm{q}} \simeq \mathfrak{a}_{\mathrm{q}}$. The description of these directions relies on the following notion of a facet for the root system $\Sigma$. The collection of facets will turn out to be in one-to-one correspondence with the collection of $\sigma \theta$-stable parabolic subgroups of $G$ containing $A_{\mathrm{q}}$.

Definition 6.1 A facet of $\left(\mathfrak{a}_{\mathrm{q}}, \Sigma\right)$ is defined to be an equivalence class for the equivalence relation $\sim$ on $\mathfrak{a}_{\mathrm{q}}$ defined by

$$
\mathrm{X} \sim Y \Leftrightarrow\{\alpha \in \Sigma \mid \alpha(\mathrm{X})>0\}=\{\alpha \in \Sigma \mid \alpha(Y)>0\}
$$

The dimension of a facet is defined to be the dimension of its linear span.
Example 6.2 Consider the root system $A_{2}$ in $\mathbb{R}^{2}$, consisting of the roots $\pm \alpha, \pm \beta$ and $\pm(\alpha+\beta)\}$, where $\{\alpha, \beta\}$ is a fundamental system. The 6 open Weyl chambers are the facets of dimension 2 , the 6 open ended halflines that border them (the 'walls') are those of dimension 1. Finally, $\{0\}$ is the unique facet of dimension 0 .

The collection of facets, also called the Coxeter complex of $\Sigma$, is denoted by $\mathcal{P}(\Sigma)$. It is equipped with a natural action by the Weyl group $W$ of $\Sigma$. If $\mathrm{X} \in \mathfrak{a}_{\mathrm{q}}$, we denote its class by $C_{\mathrm{X}} \in \mathcal{P}(\Sigma)$. For $C \in \mathcal{P}(\Sigma)$, we put

$$
\begin{aligned}
\Sigma(C) & =\{\alpha \in \Sigma \mid \alpha>0 \text { on } C\} \\
\Sigma_{C} & =\{\alpha \in \Sigma \mid \alpha=0 \text { on } C\}
\end{aligned}
$$

Then

$$
\begin{equation*}
\Sigma=-\Sigma(C) \cup \Sigma_{C} \cup \Sigma(C) \quad \text { (disjoint union) } \tag{6.1}
\end{equation*}
$$

Let $S$ be the intersection of the root hyperplanes ker $\alpha, \alpha \in \Sigma_{C}$. Then, clearly, the set $D=\left\{\mathrm{X} \in S \mid \forall_{\alpha \in \Sigma(C)} \alpha(\mathrm{X})>0\right\}$ contains $C$, hence is a non-empty open subset of $S$ and therefor spans $S$. On the other hand, from (6.1) it follows that $D \in \mathcal{P}(\Sigma)$. Hence $C=D$ and we conclude that the linear span of the facet $C$ is given by

$$
\operatorname{span}(C)=\cap_{\alpha \in \Sigma_{C}} \quad \operatorname{ker} \alpha
$$

We now fix a closed Weyl chamber for $\Sigma$, which we call positive and denote by $\overline{\mathfrak{a}}_{\mathrm{q}}^{+}$. The following result is well known, see, e.g., [29].

Lemma 6.3 Let $C \in \mathcal{P}(\Sigma)$. Then there exists a unique $D \in \mathcal{P}(\Sigma)$ such that
(a) $C$ is $W$-conjugate to $D$,
(b) $D \subset \overline{\mathfrak{a}}_{\mathrm{q}}^{+}$.

Let $\Sigma^{+}$be a positive system and let $\Delta$ be collection of simple roots in $\Sigma$ associated with the chamber $\mathfrak{a}_{\mathrm{q}}^{+}$. If $F \subset \Delta$, we put

$$
\begin{aligned}
\mathfrak{a}_{F q} & =\cap_{\alpha \in F} \operatorname{ker} \alpha \\
\mathfrak{a}_{F q}^{+} & =\left\{\mathrm{X} \in \mathfrak{a}_{F q} \mid \forall \alpha \in \Sigma^{+} \quad \alpha(\mathrm{X}) \neq 0 \Rightarrow \alpha(\mathrm{X})>0\right\}
\end{aligned}
$$

Then $\mathfrak{a}_{F q}^{+} \in \mathcal{P}(\Sigma)$. Moreover, the following result is well known, see, e.g., [29].

Lemma 6.4 $F \rightarrow \mathfrak{a}_{F q}^{+}$is a bijection from the collection of all subsets of $\Delta$ onto the collection of all facets $C \in \mathcal{P}(\Sigma)$ contained in $\overline{\mathfrak{a}}_{\mathrm{q}}^{+}$. Finally, $\overline{\mathfrak{a}}_{\mathrm{q}}^{+}$is the disjoint union of the sets $\mathfrak{a}_{F q}^{+}$, for $F \subset \Delta$.

Definition 6.5 A standard facet (relative to $\Sigma^{+}$) is a facet $C$ satisfying one of the following equivalent conditions
(a) $C \subset \overline{\mathfrak{a}}_{\mathrm{q}}^{+}$;
(b) $C=\mathfrak{a}_{F q}^{+}$for some $F \subset \Delta$.

To each facet $C \in \mathcal{P}(\Sigma)$ we associate the following subalgebra of $\mathfrak{g}$,

$$
\begin{equation*}
\mathfrak{p}_{C}:=\mathfrak{g}_{0} \oplus \bigoplus_{\substack{\left.\alpha \in \Sigma \\ \alpha\right|_{C} \geq 0}} \mathfrak{g}_{\alpha} \tag{6.2}
\end{equation*}
$$

where $\mathfrak{g}_{0}$ denotes the centralizer of $\mathfrak{a}_{\mathrm{q}}$. The algebra $\mathfrak{p}_{C}$ is readily checked to be a parabolic subalgebra of $\mathfrak{g}$, i.e., it is a subalgebra that is its own normalizer in $\mathfrak{g}$. The fact that $\sigma \theta=I$ on $\mathfrak{a}_{\mathrm{q}}$ implies that the parabolic subalgebra $\mathfrak{p}_{C}$ is $\sigma \theta$-stable.

Lemma 6.6 The map $C \mapsto \mathfrak{p}_{C}$ is a bijective correspondence between $\mathcal{P}(\Sigma)$ and the set of $\sigma \theta$-stable parabolic subalgebras containing $\mathfrak{a}_{\mathrm{q}}$.

Proof. The proof is not difficult, see [20], Sect. 2.

Remark 6.7 If $\sigma=\theta$, then $\mathfrak{a}_{\mathrm{q}}$ is maximal abelian in $\mathfrak{p}$. We write $\mathfrak{a}_{\mathfrak{p}}=\mathfrak{a}_{\mathrm{q}}$ in this case, and $A_{\mathfrak{p}}=\exp \mathfrak{a}_{\mathfrak{p}}$. In the present setting the above result amounts to the well known fact that the map $C \mapsto \mathfrak{p}_{C}$ is a bijective correspondence between the Coxeter complex $\mathcal{P}(\Sigma)$ of $\Sigma=\Sigma\left(\mathfrak{g}, \mathfrak{a}_{\mathfrak{p}}\right)$ and the collection of all parabolic subalgebras of $\mathfrak{g}$ containing $\mathfrak{a}_{\mathfrak{p}}$.

If $\mathfrak{r}$ is a parabolic subalgebra of $\mathfrak{g}$, then its normalizer $R=N_{G}(\mathfrak{r})$ in $G$ is a closed subgroup with algebra $\mathfrak{r}$. Thus, $R$ is a subgroup of $G$ that equals the normalizer of its Lie algebra. A subgroup with this property is called a parabolic subgroup of $G$. Clearly, the map $\mathfrak{r} \mapsto N_{G}(\mathfrak{r})$ defines a bijective correspondence between the collection of all parabolic subalgebras of $\mathfrak{g}$ and the collection of all parabolic subgroups of $G$. If $C \in \mathcal{P}(\Sigma)$, we put $P_{C}=N_{G}\left(\mathfrak{p}_{C}\right)$.

Corollary 6.8 The map $C \mapsto P_{C}$ is a bijective correspondence between $\mathcal{P}(\Sigma)$ and the collection $\mathcal{P}_{\sigma}$ of all parabolic subgroups of $G$ that are $\sigma \theta$-stable and contain $A_{\mathrm{q}}$.

## Langlands decomposition

If $P \in \mathcal{P}_{\sigma}$, let $C=C_{P} \in \mathcal{P}(\Sigma)$ be the unique facet with $P_{C}=P$. We agree to write

$$
\begin{equation*}
\mathfrak{a}_{P \mathrm{q}}^{+}:=C, \quad \Sigma_{P}=\Sigma_{C}, \quad \Sigma(P)=\Sigma(C) \tag{6.3}
\end{equation*}
$$

We also agree to write $\mathfrak{a}_{P \mathrm{q}}:=\operatorname{span}\left(\mathfrak{a}_{P \mathrm{q}}^{+}\right)$; then

$$
\begin{aligned}
& \mathfrak{a}_{P \mathrm{q}}=\cap_{\alpha \in \Sigma_{P}} \operatorname{ker} \alpha, \\
& \mathfrak{a}_{P \mathrm{q}}^{+}=\left\{\mathrm{X} \in \mathfrak{a}_{P \mathrm{q}} \mid \forall \beta \in \Sigma(P): \quad \beta(\mathrm{X})>0\right\}
\end{aligned}
$$

Let $\mathfrak{m}_{1 P}$ denote the centralizer of $\mathfrak{a}_{P q}$ in $\mathfrak{g}$. Then

$$
\begin{equation*}
\mathfrak{m}_{1 P}=\mathfrak{g}_{0} \oplus \bigoplus_{\alpha \in \Sigma_{P}} \mathfrak{g}_{\alpha} \tag{6.4}
\end{equation*}
$$

Moreover, it follows from (6.2) that

$$
\begin{equation*}
\operatorname{Lie}(P)=\mathfrak{m}_{1 P} \oplus \mathfrak{n}_{P}, \quad \text { where } \quad \mathfrak{n}_{P}=\oplus_{\alpha \in \Sigma(P)} \mathfrak{g}_{\alpha} \tag{6.5}
\end{equation*}
$$

It is readily checked that $\mathfrak{m}_{P}$ is a reductive Lie algebra and that $\mathfrak{n}_{P}$ is the nilpotent radical of $\operatorname{Lie}(P)$; therefore, the decomposition in (6.5) is a Levi decomposition. In fact, it is the unique Levi decomposition with a $\theta$-stable Levi component, cf. [84], Sect. II.6.

Let $C \in \mathcal{P}(\Sigma)$, then $-C \in \mathcal{P}(\Sigma)$ as well. Accordingly, for $P \in \mathcal{P}_{\sigma}$ we define the opposite parabolic subgroup $\bar{P}$ by requiring that $\mathfrak{a}_{\bar{P} q}^{+}=-\mathfrak{a}_{P \mathrm{q}}^{+}$. The following lemma is a straightforward consequence of the definitions given above.

Lemma 6.9 Let $P \in \mathcal{P}_{\sigma}$. Then
(a) $\bar{P}=\theta(P)=\sigma(P)$;
(b) $\mathfrak{n}_{\bar{P}}=\theta \mathfrak{n}_{P}=\sigma \mathfrak{n}_{P}$;
(c) $\mathfrak{m}_{1 \bar{P}}=\theta \mathfrak{m}_{1 P}=\sigma \mathfrak{m}_{1 P}=\mathfrak{m}_{1 P}$,
(d) $\mathfrak{g}=\mathfrak{n}_{\bar{P}} \oplus \mathfrak{m}_{1 P} \oplus \mathfrak{n}_{P}$.

We define the following subgroups of $G$,

$$
M_{1 P}:=Z_{G}\left(\mathfrak{a}_{P \mathrm{q}}\right) \quad \text { and } \quad N_{P}=\exp \mathfrak{n}_{P} .
$$

Proposition 6.10 Let $P \in \mathcal{P}_{\sigma}$.
(a) $N_{P}$ is a closed subgroup of $G$.
(b) $M_{1 P}$ is a group of Harish-Chandra's class.
(c) $P=M_{1 P} N_{P}$; the multiplication map is a diffeomorphism from $M_{1 P} \times$ $N_{P}$ onto $P$.

Proof. See [84], Sect. II.6.
As also mentioned in the appendix, assertion (b) of the above proposition is of particular importance, since it allows induction with respect to dimension within Harish-Chandra's class of real reductive groups.

Remark 6.11 If $\sigma=\theta$, then $\mathfrak{a}_{\mathrm{q}}$ is maximal abelian in $\mathfrak{p}$. In the notation of Remark 6.7, let $\mathfrak{p}_{0}$ denote the parabolic subalgebra determined by $C:=$ $\mathfrak{a}_{\mathfrak{p}}^{+}$, let $P_{0}=P_{C}$ denote its normalizer in $G$ and let $N_{0}:=N_{C}$. We recall that $G$ admits the Iwasawa decomposition $G=N_{0} A_{\mathfrak{p}} K$, where the natural multiplication map $N_{0} \times A_{\mathfrak{p}} \times K \rightarrow G$ is an analytic diffeomorphism. In particular, it follows that $G=P_{0} K$.

Lemma 6.12 Let $P \in \mathcal{P}_{\sigma}$. Then $G=P K$. Moreover, the multiplication map induces a diffeomorphim $P \times_{K \cap M_{1 P}} K \rightarrow G$.

Proof. This is a rather straightforward consequence of the Iwasawa decomposition described in Remark 6.11. See [84], Sect. II.6, for details.

We can now describe the so-called Langlands decomposition of a parabolic subgroup $P \in \mathcal{P}_{\sigma}$. Let us first do this on the level of Lie algebras. Let $P \in \mathcal{P}_{\sigma}$. Then $\mathfrak{m}_{1 P}$ is $\theta$-invariant, by Lemma 6.9, hence $\mathfrak{m}_{1 P}=\left(\mathfrak{m}_{1 P} \cap \mathfrak{k}\right) \oplus$ $\left(\mathfrak{m}_{1 P} \cap \mathfrak{p}\right)$. We define

$$
\mathfrak{a}_{P}=\operatorname{center}\left(\mathfrak{m}_{1 P}\right) \cap \mathfrak{p} .
$$

Clearly, $\mathfrak{a}_{P \mathfrak{q}}$ is contained in this space. On the other hand, if $X \in \mathfrak{p} \cap \mathfrak{q}$ centralizes $\mathfrak{m}_{1 P}$, then $X$ centralizes the maximal abelian subspace $\mathfrak{a}_{\mathfrak{q}}$ of $\mathfrak{p} \cap \mathfrak{q}$,
hence belongs to it. Moreover, in view of (6.4), $\alpha(X)=0$ for all $\alpha \in \Sigma_{P}$, from which we deduce that $X \in \mathfrak{a}_{P q}$. Thus,

$$
\mathfrak{a}_{P \mathfrak{q}}=\mathfrak{a}_{P} \cap \mathfrak{q} .
$$

This justifies the notation with subscript $q$ in hindsight. The group

$$
A_{P}:=\exp \mathfrak{a}_{P}
$$

is called the split component of $P$, and $A_{P \mathrm{q}}:=\exp \mathfrak{a}_{P \mathrm{q}}$ the $\sigma$-split component.
Define $\mathfrak{m}_{P}:=\left(\mathfrak{m}_{1 P} \cap \mathfrak{k}\right) \oplus\left(\left[\mathfrak{m}_{1 P}, \mathfrak{m}_{1 P}\right] \cap \mathfrak{p}\right)$. Then $\mathfrak{m}_{P}$ is a reductive Lie algebra with center $\left(\mathfrak{m}_{P}\right) \cap \mathfrak{p}=0$. Moreover,

$$
\mathfrak{m}_{1 P}=\mathfrak{m}_{P} \oplus \mathfrak{a}_{P}
$$

It follows that

$$
\operatorname{Lie}(P)=\mathfrak{m}_{P} \oplus \mathfrak{a}_{P} \oplus \mathfrak{n}_{P}
$$

This is called the infinitesimal Langlands decomposition. Define $M_{P}=$ $\left(M_{1 P} \cap K\right) \exp \left(\mathfrak{m}_{P} \cap \mathfrak{p}\right)$. Then the following result describes the Langlands decomposition of the parabolic subgroup $P$.

Lemma 6.13 (Langlands decomposition). Let $P \in \mathcal{P}_{\sigma}$. Then $M_{P}$ is a group of Harish-Chandra's class. Moreover,

$$
M_{1 P}=M_{P} A_{P}, \quad P=M_{P} A_{P} N_{P}
$$

The multiplication maps induce diffeomorphisms $M_{P} \times A_{P} \rightarrow M_{1 P}$ and $M_{P} \times A_{P} \times N_{P} \rightarrow P$.

Proof. For a proof the reader is referred to [84], Sect. II.6.

Remark 6.14 In his work on the Plancherel decomposition, P. Delorme reserves the above notation for the so-called $\sigma$-Langlands decomposition. More precisely, let $A_{P \mathrm{~h}}=A_{P} \cap H$, then $A_{P}=A_{P \mathrm{~h}} A_{P \mathrm{q}}$. Put $M_{P \sigma}=M_{P} A_{P \mathrm{~h}}$. Then

$$
P=M_{P \sigma} A_{P \mathrm{q}} N_{P}
$$

is called the $\sigma$-Langlands decomposition of the parabolic subgroup. Delorme uses the notation $M_{P}$ instead of $M_{P \sigma}$ and $A_{P}$ instead of $A_{P \mathrm{q}}$.

## 7 Parabolically induced representations

## Induced representations

In this section we assume that $G$ is a real reductive group of Harish-Chandra's class, and that $P \in \mathcal{P}_{\sigma}$. We shall describe the process of inducing representations from $P$ to $G$, and its relation with function theory on $G / H$. It is a good idea to keep in mind that, in particular, the Riemannian case with $\sigma=\theta$ is covered. In that case $\sigma \theta=I$, so that $\mathcal{P}_{\sigma}$ consists of all parabolic subgroups containing $A_{\mathfrak{p}}=A_{\mathrm{q}}$, see Remark 6.7.

Let $\xi \in \widehat{M}_{P}$ (the unitary dual of $M_{P}$ ) and let $\mathcal{H}_{\xi}$ be a Hilbert space in which $\xi$ is unitarily realized. Let $\lambda$ belong to $\mathfrak{a}_{P \mathbb{C}}^{*}:=\operatorname{Hom}_{\mathbb{R}}\left(\mathfrak{a}_{P}, \mathbb{C}\right)$, the complexified linear dual of $\mathfrak{a}_{P}$. We define the representation $\xi \otimes \lambda \otimes 1$ of $P=M_{P} A_{P} N_{P}$ in $\mathcal{H}_{\xi}$ by

$$
(\xi \otimes \lambda \otimes 1)(m a n)=a^{\lambda} \xi(m),
$$

for $m \in M_{P}, a \in A_{p}, n \in N_{P}$. This indeed defines a representation of $P$, since $M_{P}$ centralizes $A_{P}$, and since $M_{1 P}=M_{P} A_{P}$ normalizes $N_{P}$.

We shall now proceed to define the parabolically induced representation

$$
\begin{equation*}
\pi_{P, \xi, \lambda}:=\operatorname{ind}_{P}^{G}\left(\xi \otimes\left(\lambda+\rho_{P}\right) \otimes 1\right) . \tag{7.1}
\end{equation*}
$$

Here $\rho_{P} \in \mathfrak{a}_{P}^{*}$ is defined by

$$
\begin{aligned}
\rho_{P}(x) & =\frac{1}{2} \operatorname{tr}\left[\left.\operatorname{ad}(x)\right|_{\mathfrak{n}_{P}}\right] \\
& =\frac{1}{2} \sum_{\alpha \in \Sigma(P)} \operatorname{dim}\left(\mathfrak{g}_{\alpha}\right) \alpha .
\end{aligned}
$$

The translation over $\rho_{P}$ will turn out to be needed to ensure that the representation $\pi_{P, \xi, \lambda}$ is unitary for $\lambda \in i \mathfrak{a}_{P q}^{*}$. To describe the representation space for $\pi_{P, \xi, \lambda}$ we first define

$$
C(P: \xi: \lambda)
$$

to be the space of continuous functions $f: G \rightarrow \mathcal{H}_{\xi}$ transforming according to the rule

$$
\begin{equation*}
f(\operatorname{man} x)=a^{\lambda+\rho_{P}} \xi(m) f(x), \tag{7.2}
\end{equation*}
$$

for $x \in G, m \in M_{P}, a \in A_{P}, n \in N_{P}$.

In $C(P: \xi: \lambda)$, the representation $\pi_{P, \xi, \lambda}$ is defined by restricting the right regular representation, i.e., if $f \in C(P: \xi: \lambda)$ and $x \in G$ then

$$
\pi_{P, \xi, \lambda}(x) f(y)=f(y x), \quad(y \in G) .
$$

Our next goal is to extend $\pi_{P, \xi, \lambda}$ to a suitable Hilbert space completion of $C(P: \xi: \lambda)$. It follows from Lemma 6.12 that a function $f$ in $C(P: \xi: \lambda)$ is completely determined by its restriction $\left.f\right|_{K}$ to $K$. Let $C(K: \xi)$ denote the space of continuous functions $\varphi: K \rightarrow \mathcal{H}_{\xi}$ transforming according to the rule

$$
\begin{equation*}
\varphi(m k)=\xi(m) \varphi(k) \tag{7.3}
\end{equation*}
$$

for $k \in K$ and $m \in K \cap P=K \cap M_{P}$.
Lemma 7.1 The map $\left.f \mapsto f\right|_{K}$ defines a topological linear isomorphism from $C(P: \xi: \lambda)$ onto $C(K: \xi)$.

Proof. This follows by application of Lemma 6.12.
Via the above isomorphism, $\pi_{P, \xi, \lambda}$ may be viewed as a ( $\lambda$-dependent) representation of $G$ on the ( $\lambda$-independent) space $C(K: \xi)$. This realization of $\pi_{P, \xi, \lambda}$ is sometimes called the compact picture of the induced representation.

According to the above, we may equip $C(P: \xi: \lambda)$ with the pre-Hilbert structure defined by

$$
\begin{align*}
\langle f, g\rangle & =\left\langle\left. f\right|_{K},\left.g\right|_{K}\right\rangle_{L^{2}\left(K, \mathcal{H}_{\xi}\right)} \\
& =\int_{K}\langle f(k), g(k)\rangle_{\mathcal{H}_{\xi}} d k, \tag{7.4}
\end{align*}
$$

where $d k$ denotes normalized Haar measure on $K$. The Hilbert completion of $C(P: \xi: \lambda)$ for this structure is denoted by $\mathcal{H}_{P, \xi, \lambda}$. It can be shown that $\pi_{P, \xi, \lambda}$ extends uniquely to a continuous representation of $G$ in $\mathcal{H}_{P, \xi, \lambda}$.

Alternatively, the Hilbert space $\mathcal{H}_{P, \xi, \lambda}$ may also be characterized as the space of measurable functions $f: G \rightarrow \mathcal{H}_{\xi}$ that transform according to the rule (7.2) and satisfy $\left.f\right|_{K} \in L^{2}\left(K, \mathcal{H}_{\xi}\right)$, equipped with the inner product given by (7.4).

## Generalized vectors

We now come to the result that motivated the introduction of the shift by $\rho_{P}$ in (7.1).

Proposition 7.2 Let $\xi \in \widehat{M}_{P}$ and $\lambda \in \mathfrak{a}_{P \mathrm{qc}}^{*}$. Then the sesquilinear pairing $\mathcal{H}_{P, \xi, \lambda} \times \mathcal{H}_{P, \xi,-\bar{\lambda}} \rightarrow \mathbb{C}$ defined by

$$
\begin{equation*}
\left.\langle f, g\rangle:=\int_{K}\langle f(k), g(k)\rangle\right\rangle_{\mathcal{H}_{\xi}} d k \tag{7.5}
\end{equation*}
$$

is $G$-equivariant. In particular, the representation $\pi_{P, \xi, \lambda}$ is unitary for $\lambda \in$ $i \mathfrak{a}_{P \mathrm{q}}^{*}$.

Proof. It suffices to prove the equivariance for $f$ and $g$ smooth. In that case the function $\langle f, g\rangle_{\xi}: x \mapsto\langle f(x), g(x)\rangle_{\mathcal{H}_{\xi}}$ belongs to $C^{\infty}(P: 1: 1)$, which may be identified with the space of smooth sections of the density bundle over $P \backslash G$. Its naturally defined integral over $P \backslash G$ is readily shown to equal the integral on the right-hand side of (7.5). To see that the pairing is equivariant, we note that, for $x \in G,\left\langle\pi_{\xi, \lambda}(x) f, \pi_{\xi,-\bar{\lambda}}(x) g\right\rangle_{\xi}$ equals the pull-back of $\langle f, g\rangle_{\xi}$ under the diffeomorphism $P g \mapsto P g x$. The integration of densities is invariant under diffeomorphisms. For more details concerning this proof in terms of densities, we refer the reader to [7], Lemma 2.1.

The space of smooth vectors for $\pi_{P, \xi, \lambda}$ equals the space

$$
C^{\infty}(P: \xi: \lambda)
$$

of smooth functions $G \rightarrow \mathcal{H}_{\xi}^{\infty}$ transforming according to the rule (7.2), see [28], Sect. III.7. for details. The sesquilinear pairing of the above proposition induces a $G$-invariant linear embedding

$$
\mathcal{H}_{P, \xi,-\bar{\lambda}} \hookrightarrow\left(\overline{C^{\infty}(P: \xi: \lambda)}\right)^{\prime}=\mathcal{H}_{P, \xi, \lambda}^{-\infty} .
$$

This provides motivation for us to use the notation

$$
C^{-\infty}(P: \xi:-\bar{\lambda}):=\left(\overline{C^{\infty}(P: \xi: \lambda)}\right)^{\prime} .
$$

The sesquilinear pairing of Proposition 7.2 then naturally extends to a sesquilinear pairing

$$
C^{\infty}(P: \xi: \lambda) \times C^{-\infty}(P: \xi:-\bar{\lambda}) \rightarrow \mathbb{C},
$$

also denoted by $\langle\cdot, \cdot\rangle$.
Similarly, we define $C^{\infty}(K: \xi)$ to be the space of smooth functions $K \rightarrow \mathcal{H}_{\xi}^{\infty}$ transforming according to the rule (7.3) and $C^{-\infty}(K: \xi)$ for its continuous antilinear dual. Then the restriction map $\left.f \mapsto f\right|_{K}$ induces topological linear isomorphisms $C^{ \pm \infty}(P: \xi: \lambda) \simeq C^{ \pm \infty}(K: \xi)$. Accordingly,
the representations $\pi_{P, \xi, \lambda}^{ \pm \infty}$ may then be realized in the $\lambda$-independent spaces $C^{ \pm \infty}(K: \xi)$.

The Plancherel formula will essentially be built from the representations from $\mathrm{X}_{d s}^{\wedge}$ and from the induced representations $\pi_{P, \xi, \lambda}$, where $P \in \mathcal{P}_{\sigma}, P \neq G$, and where $\xi \in \mathrm{X}_{P, d s}^{\wedge}$ and $\lambda \in i \mathfrak{a}_{P q}^{*}$.

## 8 H-fixed generalized vectors

## Orbit structure

We assume that $P \in \mathcal{P}_{\sigma}, \xi \in \widehat{M}_{P}$ and $\lambda \in \mathfrak{a}_{P \mathbb{C}}^{*}$ and will try to describe sufficiently many $H$-fixed elements in $C^{-\infty}(P: \xi: \lambda)$. With this in mind it is important to have knowledge of the $H$-orbits on $P \backslash G$. The following result is a direct consequence of results of T. Matsuki, [69], and, independently, W. Rossmann, [80]; see also [5], App. B.

We agree to write $W_{P}$ for the centralizer of $\mathfrak{a}_{P \mathrm{q}}$ in $W$. Equivalently, $W_{P}$ is the subgroup of $W$ generated by the reflections in the roots of $\Sigma_{P}$. We fix a collection ${ }^{P} \mathcal{W}$ of representatives for $W_{P} \backslash W / W_{K \cap H}$, contained in $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$. We denote by $P \backslash G / H$ the collection of $H$-orbits on $P \backslash G$ and by $(P \backslash G / H)_{\text {open }}$ the subset of open orbits.

Proposition 8.1 The set $P \backslash G / H$ is finite. Moreover, the map $v \mapsto$ $P v H$ is a bijection from ${ }^{P} \mathcal{W}$ onto $(P \backslash G / H)_{\text {open. }}$. In particular, the union $\cup_{v \in P \mathcal{W}} P v H$ is an open dense subset of $P \backslash G$.

On the open $H$-orbits one expects the elements of $C^{-\infty}(P: \xi: \lambda)^{H}$ to be just functions, which may be evaluated in points. Let $\varphi \in C^{-\infty}(P: \xi: \lambda)^{H}$ and let $v \in^{P} \mathcal{W}$. Then one expects that $\varphi(v)$ is a vector in $\mathcal{H}_{\xi}^{-\infty}$ which is fixed for $\left.\xi \otimes\left(\lambda+\rho_{P}\right) \otimes 1\right|_{P \cap v H v^{-1}}$, because of the formal identity, for $p \in P \cap v H v^{-1}$,

$$
\begin{aligned}
{\left[\xi \otimes\left(\lambda+\rho_{p}\right) \otimes 1\right](p) \varphi(v) } & =\varphi(p v)=\varphi\left(v v^{-1} p v\right) \\
& =\left[\pi_{\xi, \lambda}\left(v^{-1} p v\right) \varphi\right](v) \\
& =\varphi(v),
\end{aligned}
$$

since $v^{-1} p v \in H$. This implies that $\varphi(v) \in\left(\mathcal{H}_{\xi}^{-\infty}\right)^{M_{P} \cap v H v^{-1}}$ and $(\lambda+$ $\left.\rho_{P}\right)\left.\right|_{\mathfrak{a}_{P} \cap \mathfrak{h}}=0$. The latter condition is equivalent to $\left.\lambda\right|_{\mathfrak{a}_{P} \cap \mathfrak{h}}=0$, in view of the following lemma.

Lemma $8.2 \rho_{P}$ vanishes on $\mathfrak{a}_{P} \cap \mathfrak{h}$.

Proof. Since $\theta \sigma\left(\mathfrak{n}_{P}\right)=\mathfrak{n}_{P}$, by Lemma 6.9 (b), it follows that $\rho_{P}(\theta \sigma X)=$ $\rho_{P}(X)$ for all $X \in \mathfrak{a}_{P}$. Hence $\rho_{P}=-\rho_{P}$ on $\mathfrak{a}_{P} \cap \mathfrak{h}$.

Writing $\mathfrak{a}_{P \mathrm{~h}}:=\mathfrak{a}_{P} \cap \mathfrak{h}$, we have the direct sum decomposition

$$
\mathfrak{a}_{P}=\mathfrak{a}_{P \mathrm{~h}} \oplus \mathfrak{a}_{P \mathrm{q}}
$$

via which we may identify $\mathfrak{a}_{P \mathrm{qC}}^{*}$ with the subspace of $\mathfrak{a}_{P \mathrm{C}}^{*}$ consisting of elements that vanish on $\mathfrak{a}_{P} \cap \mathfrak{h}$. The heuristic argument given above suggests that it is is reasonable to expect that the induction parameter $\lambda$ should be restricted to the subspace $\mathfrak{a}_{P \mathrm{qc}}^{*}$ of $\mathfrak{a}_{P \mathrm{C}}^{*}$.

We note that, for $v \in{ }^{P} \mathcal{W}$, the space

$$
\begin{equation*}
\mathrm{X}_{P, v}:=M_{P} / M_{P} \cap v H v^{-1} \tag{8.1}
\end{equation*}
$$

is reductive symmetric in the class under consideration. Indeed, $M_{P}$ is of Harish-Chandra's class by Lemma 6.13. Moreover, as $\operatorname{Ad}(v) \circ \sigma \circ \operatorname{Ad}\left(v^{-1}\right)=$ $-I$ on $\mathfrak{a}_{P \mathrm{q}}$, the map $\sigma^{v}: x \mapsto v \sigma\left(v^{-1} x v\right) v^{-1}$ leaves the group $M_{P}$ invariant and defines an involution it, having $v G^{\sigma} v^{-1} \cap M_{P}$ as its set of fixed points. The involution $\sigma^{v}$ commutes with $\theta$. For later purposes we observe that the space

$$
\begin{equation*}
{ }^{*} \mathfrak{a}_{P \mathrm{q}}:=\mathfrak{m}_{P} \cap \mathfrak{a}_{\mathrm{q}} \tag{8.2}
\end{equation*}
$$

equals the orthocomplement of $\mathfrak{a}_{P \mathrm{q}}$ in $\mathfrak{a}_{\mathrm{q}}$ with respect to any $W$-invariant inner product. Moreover, ${ }^{*} A_{P \mathrm{q}}=\exp \left({ }^{*} \mathfrak{a}_{P \mathrm{q}}\right)$ is the analogue of $A_{\mathrm{q}}$ for each of the spaces (8.1).

We now agree to define the finite dimensional Hilbert space $V(P, \xi, v)$, for $\xi \in \widehat{M}_{P}$ and $v \in{ }^{P} \mathcal{W}$, by

$$
\begin{aligned}
V(P, \xi, v) & =\left(\mathcal{H}_{\xi}^{-\infty}\right)_{\mathrm{ds}}^{M_{P} \cap v H v^{-1}} & & \text { if } \xi \in \mathrm{X}_{P, v, d s}^{\wedge} \\
& =0 & & \text { otherwise } .
\end{aligned}
$$

(See (2.19) for the notation used.)
Definition 8.3 Let $\xi \in \widehat{M}_{P}$. We define $V(P, \xi)$ to be the formal direct Hilbert sum

$$
\begin{equation*}
V(P, \xi)=\bigoplus_{v \in P \mathcal{W}} V(P, \xi, v) \tag{8.3}
\end{equation*}
$$

If $\eta \in V(P, \xi)$, then $\eta_{v}$ denotes its component in $V(P, \xi, v)$.
The idea now is to invert the map $\varphi \mapsto(\varphi(v))_{v \in P} \mathcal{W}$ described above. An element $\mu \in \mathfrak{a}_{P \mathrm{q}}^{*}$ is called strictly $P$-dominant if

$$
\langle\mu, \alpha\rangle>0, \quad \text { for all } \alpha \in \Sigma(P) .
$$

Definition 8.4 Let $\eta \in V(\xi)$. For $\lambda \in \mathfrak{a}_{P q \mathrm{c}}^{*}$ with $-\left(\operatorname{Re} \lambda+\rho_{P}\right)$ strictly $P$-dominant we define the function $j(P: \xi: \lambda: \eta): G \rightarrow \mathcal{H}_{\xi}^{-\infty}$ by

$$
\begin{equation*}
j(P: \xi: \lambda: \eta)(m a n v h)=a^{\lambda+\rho_{P}} \xi(m) \eta_{v} \tag{8.4}
\end{equation*}
$$

for $v \in{ }^{P} \mathcal{W}$, man $\in P, h \in H$ and by 0 outside $\cup_{v \in P} \mathcal{W} P v H$ (the union of the open $P \times H$-orbits).

Theorem 8.5 Let $\xi \in \widehat{M}_{P}$ and let $\eta \in V(P, \xi)$. For every $\lambda \in \mathfrak{a}_{P \mathrm{qc}}^{*}$ with $-\left(\operatorname{Re} \lambda+\rho_{P}\right)$ strictly $P$-dominant, the function $j(P: \xi: \lambda: \eta)$ defines an element of $C^{-\infty}(P: \xi: \lambda)^{H}$.

Moreover, $\lambda \mapsto j(P: \xi: \lambda: \eta)$ extends meromorphically to $\mathfrak{a}_{P \mathrm{qc}}^{*}$ as a function with values in $C^{-\infty}(K: \xi)$. The singular locus of this extended function is the union of a locally finite collection of hyperplanes of the form $\langle\lambda, \alpha\rangle=c$, with $\alpha \in \Sigma(P)$ and $c \in \mathbb{C}$.

Finally, if $\lambda$ is a regular value, then

$$
j(P: \xi: \lambda: \eta) \in C^{-\infty}(P: \xi: \lambda)^{H}
$$

Remark 8.6 For the case of minimal $P \in \mathcal{P}_{\sigma}$, Theorem 8.5 is due to [5], where a proof based on the meromorphic continuation of intertwining operators is given and to [74], where a proof based on Bernstein's result on the meromorphic continuation of a complex power of a polynomial is given. In the same setting of a minimal $\sigma$-parabolic subgroup, in [6], Sect. 9 , it is shown that $j(P: \xi: \lambda)$ satisfies a functional equation that allows translation in the parameter $\lambda$.

For general $P \in \mathcal{P}_{\sigma}$, Theorem 8.5 is due to [31]. Later, in [34] a proof based on a generalization of the mentioned functional equation was given.

The meromorphic continuation is absolutely crucial for the development of the theory, since the set $i \mathfrak{a}_{P \mathrm{q}}^{*}$ (where the $\pi_{P, \xi, \lambda}$ are unitary) is not contained in the region $\left\langle\operatorname{Re} \lambda+\rho_{P}, \alpha\right\rangle<0(\alpha \in \Sigma(P))$.

By meromorphic continuation one still has that $j(P: \xi: \lambda: \eta)(v)=\eta_{v}$, showing that $j(P: \xi: \lambda)=j(P: \xi: \lambda: \cdot)$ defines an injective homomorphism

$$
V(P, \xi) \hookrightarrow C^{-\infty}(P: \xi: \lambda)^{H}
$$

for regular $\lambda$. Thus $V(P, \xi)$ becomes a model for the space $\mathcal{V}_{\pi_{P, \xi, \lambda}}$ defined in the text above (2.17). The inner product of $V(P, \xi)$ may be transferred to an inner product on $\mathcal{V}_{\pi_{P, \xi, \lambda}}$. However, it is more convenient to keep working with $V(P, \xi)$, since this space is independent of $\lambda$.

Definition 8.7 We define $\mathrm{X}_{P, *, d s}^{\wedge}$ to be the set of $\xi \in \widehat{M}_{P}$ for which the space $V(P, \xi)$, defined in (8.3), is non-zero.

Remark 8.8 The above condition on $\xi \in \widehat{M}_{P}$ is equivalent to

$$
\exists v \in{ }^{P} \mathcal{W}: \quad \xi \in \mathrm{X}_{P, v, d s}^{\wedge}
$$

Remark 8.9 Let $P$ be a minimal element of $\mathcal{P}_{\sigma}$ (with respect to inclusion). Then $\mathfrak{a}_{P \mathrm{q}}^{+}$is maximal among the facets of $\Sigma$, hence an open Weyl chamber. Thus, $\mathfrak{a}_{P \mathrm{q}}=\mathfrak{a}_{\mathrm{q}}$ is maximal abelian in $\mathfrak{p} \cap \mathfrak{q}$. From this one can derive that $M_{P} / M_{P} \cap v H v^{-1}$ is compact, for $v \in^{P} \mathcal{W}=\mathcal{W}$. It follows that $\mathrm{X}_{P, *, d s}^{\wedge}$ consists of finite dimensional unitary representations of $M$. This makes the nature of the functional analysis involved in Theorem 5 considerably simpler. Under the assumption $\left[W: W_{K \cap H}\right]=1$ this case is discussed in [82].

Example 8.10 (Riemannian case) Let $\sigma=\theta$ and let $P \in \mathcal{P}_{\sigma}$ be minimal. Then $M_{P} \subset K$, hence $\mathrm{X}_{P, *, d s}^{\wedge}$ consists of the trivial representation 1. Moreover, one may take ${ }^{P} \mathcal{W}=\{e\}$ and $V(P, 1)=\mathbb{C}$, equipped with the standard inner product. Then

$$
j(P: 1: \lambda: 1)(n a k)=a^{\lambda+\rho_{p}}
$$

Thus, $j(P: 1: \lambda: 1)$ equals $\mathbf{1}_{\lambda}$, the unique $K$-fixed vector in $C(P: 1: \lambda)$ determined by $\mathbf{1}_{\lambda}(e)=1$.

Definition 8.11 Let $P \in \mathcal{P}_{\sigma}$. The series of unitary representations $\pi_{P, \xi, \lambda}$, for $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$ and $\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{*}$, is called the generalized $\sigma$-principal series associated with $P$.

The Plancherel measure will turn out to be supported by the the generalized $\sigma$-principal series associated with the finite set of parabolic subgroups $P \in \mathcal{P}_{\sigma}$.

In order to work in a uniform way, we understand the above definitions to include the discrete series for $G / H$. More precisely, assume that $G / H$ satisfies the rank condition of Theorem 5.4 , so that center $(\mathfrak{g}) \cap \mathfrak{p} \cap \mathfrak{q}=\{0\}$. We consider the parabolic subgroup $P=G$. Then $M_{P} / M_{P} \cap H \simeq G / H$ and accordingly one may identify $\mathrm{X}_{P, *, d s}^{\wedge}$ with $\mathrm{X}_{d s}^{\wedge}$. Moreover, $\mathfrak{a}_{P \mathrm{q}}=\{0\}$. For $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$ we now have $\mathcal{H}_{P, \xi, 0} \simeq \mathcal{H}_{\xi}$ and $\pi_{P, \xi, 0} \sim \xi$. Thus, the discrete series may be thought of as the generalized $\sigma$-principal series associated with the $\sigma$-parabolic subgroup $G$.

## 9 The action of invariant differential operators

## A canonical homomorphism

In this section we describe the action of the algebra $U(\mathfrak{g})^{H}$ of invariant differential operators on the $H$-fixed generalized vectors introduced in the previous section. This action factors to an action of the algebra $\mathbb{D}(X)$ of invariant differential operators on these vectors.

Let $P \in \mathcal{P}_{\sigma}$. Then from Lemma 6.9 we infer that the map $\overline{\mathfrak{n}}_{P} \rightarrow \mathfrak{h}$ given by $X \mapsto X+\sigma(X)$ induces a linear isomorphism from $\overline{\mathfrak{n}}_{P}$ onto $\mathfrak{h} / \mathfrak{h} \cap \mathfrak{m}_{1 P}$. It follows that $\mathfrak{g}=\mathfrak{n}_{P} \oplus\left[\mathfrak{m}_{1 P}+\mathfrak{h}\right]$. By the Poincaré-Birkhoff-Witt theorem this implies that

$$
\begin{equation*}
U(\mathfrak{g})=\mathfrak{n}_{P} U(\mathfrak{g}) \oplus\left[U\left(\mathfrak{m}_{1 P}\right) \otimes_{U\left(\mathfrak{m}_{1 P} \cap \mathfrak{h}\right)} U(\mathfrak{h})\right] \tag{9.1}
\end{equation*}
$$

Moreover, this decomposition is stable under the adjoint action by $H_{P}:=$ $M_{1 P} \cap H$. Accordingly, for $D \in U(\mathfrak{g})^{H}$, we define the element ${ }^{`} \mu_{P}(D)$ in the space $U\left(\mathfrak{m}_{1 P}\right)^{H_{P}} / U\left(\mathfrak{m}_{1 P}\right)^{H_{P}} \cap U\left(\mathfrak{m}_{1 P}\right) \mathfrak{h}_{P}$ by

$$
D-{ }^{`} \mu_{P}(D) \in\left[\mathfrak{n}_{P} U(\mathfrak{g})+U(\mathfrak{g}) \mathfrak{h}\right]
$$

where we have abused language in an obvious way. In view of Lemma 2.5, applied to X and $\mathrm{X}_{1 P}=M_{1 P} / M_{1 P} \cap H$, it is now readily seen that the map ${ }^{\prime} \mu_{P}$ factors to an algebra homomorphism from $\mathbb{D}(\mathrm{X})$ to $\mathbb{D}\left(M_{1 P} / M_{1 P} \cap H\right)$. We define the character $\left.d_{P}: M_{1 P} \rightarrow\right] 0, \infty[$ by

$$
d_{P}(m)=\left|\operatorname{det}\left(\left.\operatorname{Ad}(m)\right|_{\mathfrak{n}_{P}}\right)\right|^{1 / 2}
$$

Using the duality of Section 4 it is seen that the function $d_{P}$ is right $H_{P^{-}}$ invariant. Moreover, $d_{P}=1$ on $M_{P}$ and $d_{P}=e^{\rho_{P}}$ on $A_{P}$. Multiplication by the function $d_{P}$ induces a topological linear isomorphism from $C^{\infty}\left(\mathrm{X}_{1 P}\right)$ onto itself; moreover, if $m \in M_{1 P}$, then $L_{m}^{-1} \circ d_{P} \circ L_{m}=d_{P}(m) d_{P}$. It follows that conjugation by $d_{P}$ induces a linear automorphism of $\mathbb{D}\left(\mathrm{X}_{1 P}\right)$. Accordingly, for $D \in \mathbb{D}(\mathrm{X})$ we define the differential operator

$$
\mu_{P}(D):=d_{P}^{-1} \circ{ }^{\prime} \mu_{P}(D) \circ d_{P} \in \mathbb{D}\left(\mathrm{X}_{1 P}\right)
$$

Let $\mathfrak{b}$ be a $\theta$-stable maximal abelian subalgebra of $\mathfrak{q}$, containing $\mathfrak{a}_{\mathrm{q}}$. Let $\gamma: \mathbb{D}(\mathrm{X}) \rightarrow I(\mathfrak{b})$ be the Harish-Chandra isomorphism introduced in Section 4 and let $\gamma^{\mathrm{X}_{1 P}}: \mathbb{D}\left(\mathrm{X}_{1 P}\right) \rightarrow I_{P}(\mathfrak{b})$ be the similar isomorphism for the space $\mathrm{X}_{1 P}$; here $I_{P}(\mathfrak{b})$ denotes the subalgebra of $W\left(\mathfrak{m}_{1 P \mathbb{C}}, \mathfrak{b}\right)$-invariants in $S(\mathfrak{b})$. Since $\mathrm{X}_{1 P}$ depends on $P$ through its $\sigma$-split component $\mathfrak{a}_{P \mathrm{q}}$, the same holds for the isomorphism $\gamma^{\mathrm{X}_{1 P}}$.

Lemma 9.1 The map $\mu_{P}$ is an injective algebra isomorphism from $\mathbb{D}(\mathrm{X})$ into $\mathbb{D}\left(\mathrm{X}_{1 P}\right)$ which depends on $P$ through its split component $\mathfrak{a}_{P \mathrm{q}}$. Moreover,

$$
\begin{equation*}
\gamma^{\mathrm{X}_{1 P}} \circ \mu_{P}=\gamma \tag{9.2}
\end{equation*}
$$

Equation (9.2) is proved in the same fashion as the analogous result for Riemannian symmetric spaces. See [6], Sect. 2, for details. The remaining assertions readily follow.

The multiplication map $M_{P \sigma} \times A_{P \mathrm{q}} \rightarrow M_{1 P}$ induces a diffeomorphism $\mathrm{X}_{P} \times A_{P \mathrm{q}} \rightarrow \mathrm{X}_{1 P}$, which in turn induces an algebra isomorphism

$$
\mathbb{D}\left(\mathrm{X}_{1 P}\right) \simeq \mathbb{D}\left(\mathrm{X}_{P}\right) \otimes U\left(\mathfrak{a}_{P \mathrm{q}}\right)
$$

Moreover, since $\mathfrak{a}_{P \mathrm{q}}$ is abelian, the universal enveloping algebra $U\left(\mathfrak{a}_{P \mathrm{q}}\right)$ of its complexification is naturally isomorphic with the symmetric algebra $S\left(\mathfrak{a}_{P \mathrm{q}}\right)$, which in turn is naturally isomorphic with the algebra $P\left(\mathfrak{a}_{P \mathrm{q}}^{*}\right)$ of complex polynomial functions $\mathfrak{a}_{P \mathrm{qc}}^{*} \rightarrow \mathbb{C}$. Accordingly, for every $D \in \mathbb{D}(\mathrm{X})$, the associated element $\mu_{P}(D) \in \mathbb{D}\left(\mathrm{X}_{1 P}\right)$ may be viewed as a $\mathbb{D}\left(\mathrm{X}_{P}\right)$-valued polynomial function on $\mathfrak{a}_{P q}^{*}$; this polynomial function is denoted by

$$
\lambda \mapsto \mu_{P}(D: \lambda) .
$$

If $v \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, we denote the analogue of $\mu_{P}$ for the symmetric pair $\left(G, v H v^{-1}\right)$ by $\mu_{P}^{v}$. Thus, $\mu_{P}^{v}$ is an algebra homomorphism $\mathbb{D}\left(G / v H v^{-1}\right) \rightarrow$ $\mathbb{D}\left(\mathrm{X}_{1 P, v}\right)$. Conjugation by $v$ in $U(\mathfrak{g})$ naturally induces an algebra isomorphism $\mathbb{D}(\mathrm{X}) \rightarrow \mathbb{D}\left(G / v H v^{-1}\right)$, which we denote by $\operatorname{Ad}(v)$. We define an algebra homomorphism $\mu_{P, v}: \mathbb{D}(\mathrm{X}) \rightarrow \mathbb{D}\left(\mathrm{X}_{1 P, v}\right)$ by

$$
\mu_{P, v}=\mu_{P}^{v} \circ \operatorname{Ad}(v) .
$$

Let $D \in \mathbb{D}(\mathrm{X})$, then by the natural isomorphism $\mathbb{D}\left(\mathrm{X}_{1 P, v}\right) \simeq \mathbb{D}\left(\mathrm{X}_{P, v}\right) \otimes$ $P\left(\mathfrak{a}_{P \mathrm{q}}^{*}\right)$, the operator $\mu_{P, v}(D)$ may be viewed as a $\mathbb{D}\left(\mathrm{X}_{P, v}\right)$-valued polynomial function on $\mathfrak{a}_{P q \mathrm{c}}^{*}$. As such it is denoted by $\lambda \mapsto \mu_{P, v}(D: \lambda)$.

We now recall from the text preceding Lemma 2.8, that for $\xi \in \mathrm{X}_{P, v, d s}^{\wedge}$ the finite dimensional space

$$
\mathcal{V}_{\xi}=\left(\mathcal{H}_{\xi}^{-\infty}\right)_{\mathrm{ds}}^{M_{P} \cap v H v^{-1}}
$$

has a natural structure of $\mathbb{D}\left(\mathrm{X}_{P, v}\right)$-module. The endomorphism by which the operator $\mu_{P, v}(D: \lambda)$ acts on this module is denoted by $\mu_{P, v}(D: \xi$ : $\lambda)$. Finally, the direct sum of these endomorphisms, for $v \in{ }^{P} \mathcal{W}$, is an endomorphism of $V(P, \xi)$, denoted by

$$
\mu_{P}(D: \xi: \lambda):=\oplus_{v \in P} \mathcal{W} \quad \mu_{P, v}(D: \xi: \lambda) .
$$

The following result is a straightforward consequence of Lemma 2.8.

Lemma 9.2 The space $V(P, \xi)$ has a basis, subordinate to the decomposition (8.3), with respect to which every endomorphism $\mu_{P}(D: \xi: \lambda)$ diagonalizes, for $D \in \mathbb{D}(\mathrm{X})$ and $\lambda \in \mathfrak{a}_{P \mathrm{qc}}^{*}$.

## Action on generalized vectors

We can now finally describe the action of the algebra of invariant differential operators on the $H$-fixed generalized vectors introduced in the previous section.
Lemma 9.3 Let $P \in \mathcal{P}_{\sigma}$ and $\xi \in \mathrm{X}_{P, v, d s}$. Then for all $\eta \in V(P, \xi)$ and $D \in U(\mathfrak{g})^{H}$,

$$
\begin{equation*}
\pi_{P, \xi, \lambda}(D) j(P: \xi: \lambda) \eta=j(P: \xi: \lambda) \mu_{P}(D: \xi: \lambda) \eta \tag{9.3}
\end{equation*}
$$

as a meromorphic $C^{-\infty}(K: \xi)$-valued identity in the variable $\lambda$.
We give a sketch of the proof. For the case that $P$ is minimal, details can be found in [5] and [6], Section 4. For general $P$, details can be found in [38], Proof of Prop. 3.

By a technique going back to F. Bruhat, [30], see also [34], it can be shown that for $\lambda$ in an open dense subset $\Omega(P, \xi)$ of $\mathfrak{a}_{P \mathrm{qC}}^{*}$, no element $j$ of $C^{-\infty}(P: \xi: \lambda)^{H}$ is supported by lower dimensional $P \times H$ double cosets. Therefore, such an element is completely determined by its restriction to the open $P \times H$ double cosets. According to Proposition 8.1, the latter are parametrized by ${ }^{P} \mathcal{W}$. On every open orbit, $j$ has equivariance properties for the transitive action by $P \times H$ and is therefore a genuine function with values in $\mathcal{H}_{\xi}^{-\infty}$; in particular it may be evaluated in the points of ${ }^{P} \mathcal{W}$. We conclude that, for $\lambda \in \Omega(P, \xi)$, any element $j \in C^{-\infty}(P: \xi: \lambda)^{H}$ is completely determined by the values $\operatorname{ev}_{v} j:=j(v)$, for $v \in{ }^{P} \mathcal{W}$. Thus, by meromorphy, it suffices to check the identity (9.3) when evaluated in $v \in{ }^{P} \mathcal{W}$, for generic $\lambda \in \Omega(P, \xi)$. It follows from (8.4) and Theorem 8.5 that $\operatorname{ev}_{v} j(P: \xi: \lambda) \eta=\eta_{v}$. Hence, evaluation in $v$ of the right-hand side of (9.3) yields $\mu_{P, v}(D: \xi: \lambda) \circ \eta_{v}$.

On the other hand, combining the equivariance properties of $j(P: \xi: \lambda)$ with the definition of $\mu_{P}(\xi, \lambda, v)$ given earlier in this section, we infer, writing $\pi_{\lambda}:=\pi_{P, \xi, \lambda}$, that

$$
\begin{aligned}
\operatorname{ev}_{v} \pi_{\lambda}(D) j(P: \xi: \lambda) \eta & =\operatorname{ev}_{e} \pi_{\lambda}(\operatorname{Ad} v(D)) \pi_{\lambda}(v) j(P: \xi: \lambda) \eta \\
& =\operatorname{ev}_{e} \pi_{\lambda}\left(\mu_{P}^{v}(\operatorname{Ad}(v) D)\right) \pi_{\lambda}(v) j(P: \xi: \lambda) \eta \\
& =\mu_{P, v}(D: \xi: \lambda) \operatorname{ev}_{e} \pi_{\lambda}(v) j(P: \xi: \lambda) \eta \\
& =\mu_{P, v}(D: \xi: \lambda) \circ \eta_{v} .
\end{aligned}
$$

Example 9.4 (Riemannian case) In the notation of Example 8.10, the above formula (9.3) becomes $\pi_{P, 1, \lambda}(D) \mathbf{1}_{\lambda}=\gamma(D: \lambda) \mathbf{1}_{\lambda}$, for $D \in \mathbb{D}(G / K)$.

## 10 The Plancherel theorem

## Normalization of measures

In this section we will formulate the Plancherel theorem for the symmetric space $\mathrm{X}=G / H$ in the sense of representation theory. We first need to describe the precise relations between the normalizations of the measures that come into play.

First, we equip $i \mathfrak{a}_{\mathrm{q}}^{*}$ with a $W$-invariant positive definite inner product so that it becomes a Euclidean space. For each $P \in \mathcal{P}_{\sigma}$ this inner product restricts to a positive definite inner product on $i \mathfrak{a}_{P q}^{*}$. The associated Euclidean Lebesgue measure is denoted by $d \mu_{P}$. Similarly, the orthocomplement $i^{*} \mathfrak{a}_{P \mathrm{q}}^{*}$, see also (8.2), is equipped with the Euclidean Lebesgue measure $d \lambda_{P}$. Accordingly, the product measure $d \lambda_{P} d \mu_{P}$ equals the Euclidean Lebesgue measure on $i \mathfrak{a}_{\mathrm{q}}^{*}$.

On each group ${ }^{*} A_{P \mathrm{q}}$, let $d m_{P}$ denote a choice of Haar measure. In terms of this Haar measure we may define an associated Euclidean Fourier transform by

$$
\hat{f}(\lambda)=\int_{* A_{P q}} f(a) a^{-\lambda} d m_{P}(a) .
$$

We fix $d m_{P}$ uniquely by the requirement that the associated Fourier transform extends to an isometry from $L^{2}\left({ }^{*} A_{P \mathrm{q}}, d m_{P}(a)\right)$ onto $L^{2}\left(i^{*} \mathfrak{a}_{P \mathrm{q}}^{*},\left|W_{P}\right| d \lambda_{P}\right)$.

We recall from the text following (8.2) that ${ }^{*} A_{P \mathrm{q}}$ is the analogue of $A_{\mathrm{q}}$ for the symmetric spaces $\mathrm{X}_{P, v}=M_{P} / M_{P} \cap v H v^{-1}$, for $v \in{ }^{P} \mathcal{W}$. Finally, we agree to fix the normalization of the invariant measure $d x_{P, v}$ on $\mathrm{X}_{P, v}$ so that $d m_{P}$ is the invariant measure of ${ }^{*} A_{P \mathrm{q}}$ specified in Theorem 3.9 applied to the data $\mathrm{X}_{P, v}, K \cap M_{P}$ and ${ }^{*} A_{P \mathrm{q}}$.

## Fourier transform

The first step towards the Plancherel decomposition is the introduction of a suitable Fourier transform. This is done in terms of the $H$-fixed generalized vectors introduced in Section 8.

Definition 10.1 The (unnormalized) Fourier transform ${ }^{u} \hat{f}$ of a function $f \in C_{c}^{\infty}(\mathrm{X})$ is defined by

$$
\begin{equation*}
{ }^{u} \hat{f}(P: \xi: \lambda)=\int_{G / H} f(x) \pi_{P, \xi, \lambda}(x) j(P: \xi: \lambda) d x \tag{10.1}
\end{equation*}
$$

for $P \in \mathcal{P}_{\sigma}, \xi \in \mathrm{X}_{P, *, d s}^{\wedge}$ and generic $\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{*}$.
We note that the Fourier transform in (10.1) belongs to the Hilbert space $\operatorname{Hom}\left(V(P, \xi), \mathcal{H}_{P, \xi, \lambda}\right)$ which is canonically identified with $\overline{V(P, \xi)} \otimes \mathcal{H}_{P, \xi, \lambda}$. The tensor product of the trivial and the principal series representation on these spaces, respectively, is denoted by $1 \otimes \pi_{P, \xi, \lambda}$.

Example 10.2 (Riemannian case) In the notation of Example 8.10, we find that

$$
{ }^{u} \hat{f}(P: 1: \lambda)(k)=\int_{G / K} f(x) \mathbf{1}_{\lambda}(k x) d x, \quad(k \in K)
$$

the usual formula for the Fourier transform of $G / K$.
The following result is an immediate consequence of Definition 10.1.
Lemma 10.3 Let $P \in \mathcal{P}_{\sigma}$ and $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$. For generic $\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{*}$, the map

$$
f \mapsto{ }^{u} \hat{f}(P: \xi: \lambda)
$$

intertwines the regular representation $L$ with the representation $1 \otimes \pi_{P, \xi, \lambda}$.
The next result is a straightforward consequence of Definition 10.1 combined with Lemma 9.3.

Lemma 10.4 Let $P \in \mathcal{P}_{\sigma}$ and $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$. Then for all $D \in \mathbb{D}(\mathrm{X})$ and all $f \in C_{c}^{\infty}(\mathrm{X})$,

$$
\widehat{{ }^{u}(D f)}(\xi, \lambda)={ }^{u} \hat{f}(\xi: \lambda) \circ \mu_{P}(D: \xi: \lambda)
$$

for generic $\lambda \in \mathfrak{a}_{\text {Pqc }}^{*}$.
It follows from the above lemma combined with Lemma 9.2 that the action of the algebra $\mathbb{D}(\mathrm{X})$ of invariant differential operators allows a simultaneous diagonalization on the Fourier transform side.

The Fourier transform defined above is one of the ingredients of the Plancherel decomposition. To define the Plancherel measure, we need to introduce the so-called standard intertwining operators.

Let $P, Q \in \mathcal{P}_{\sigma}$ and assume that $A_{P \mathrm{q}}=A_{Q \mathrm{q}}$. Then also $M_{P}=M_{Q}$ and $A_{P}=A_{Q}$. Let $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}=\mathrm{X}_{Q, *, d s}^{\wedge}$. Write

$$
\Sigma(Q: P)=\left\{\alpha \in \Sigma \mid \mathfrak{g}_{\alpha} \subset \overline{\mathfrak{n}}_{Q} \cap \mathfrak{n}_{P}\right\} .
$$

Then for $\lambda \in \mathfrak{a}_{P \mathrm{qc}}^{*}$ with $\langle\operatorname{Re} \lambda, \alpha\rangle$ sufficiently large for each $\alpha \in \Sigma(Q: P)$, the following integral converges absolutely, for $f \in C^{\infty}(P: \xi: \lambda)$ and $x \in G$,

$$
\begin{equation*}
A(Q: P: \xi: \lambda) f(x)=\int_{N_{Q} \cap \bar{N}_{P}} f(n x) d n . \tag{10.2}
\end{equation*}
$$

Here $d n$ is suitably normalized Haar measure of $N_{Q} \cap \bar{N}_{P}$. Moreover, it can be shown that $A(Q: P: \xi: \lambda)$ defined above is a continuous linear operator $C^{\infty}(P: \xi: \lambda) \rightarrow C^{\infty}(Q: \xi: \lambda)$. It is readily verified to intertwine the representations $\pi_{P, \xi, \lambda}$ and $\pi_{Q, \xi, \lambda}$. Finally, $A(Q: P: \xi: \lambda)$ can be meromorphically extended in the parameter $\lambda \in \mathfrak{a}_{P q \mathrm{c}}^{*}$. For details, we refer the reader to [66] and [86].

For every $P \in \mathcal{P}_{\sigma}$ we put

$$
\mathfrak{a}_{P \mathrm{q}}^{* r e g}=\left\{\lambda \in \mathfrak{a}_{P \mathrm{q}}^{*} \mid\langle\lambda, \alpha\rangle \neq 0 \forall \alpha \in \Sigma(P)\right\} .
$$

Theorem 10.5 Let $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$. Then for every $\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{* r e g}$, the representation $\pi_{P, \xi, \lambda}$ is irreducible (unitary).

Proof. For $P$ a minimal element of $\mathcal{P}_{\sigma}$ this follows from a result of F . Bruhat, [30]. For $P$ non-minimal it follows from a result of Harish-Chandra, see [67]. The application of Harish-Chandra's result requires the information on $\xi$ provided by Theorems 5.4 and 5.6 , see [22], Thm. 10.7.

We retain the notation introduced in the text preceding Theorem 10.5. The standard intertwining operator has an adjoint

$$
A(Q: P: \xi:-\bar{\lambda})^{*}: C^{-\infty}(Q: \xi: \lambda) \rightarrow C^{-\infty}(P: \xi: \lambda)
$$

which depends meromorphically on $\lambda \in \mathfrak{a}_{P \mathrm{qc}}^{*}$ and is $G$-equivariant. This adjoint equals the continuous linear extension of $A(P: Q: \xi: \lambda)$ and will therefore denoted by $A(P: Q: \xi: \lambda)$ as well. The operator

$$
\begin{equation*}
A(\bar{P}: P: \xi:-\bar{\lambda})^{*} \circ A(\bar{P}: P: \xi: \lambda) \tag{10.3}
\end{equation*}
$$

is a $G$-intertwining operator from $C^{\infty}(P: \xi: \lambda)$ to $C^{\infty}(P: \xi: \lambda)$ for generic $\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{*}$, hence a scalar by the above theorem. By meromorphy it follows that (10.3) equals

$$
\begin{equation*}
\eta(P: \xi: \lambda) I \tag{10.4}
\end{equation*}
$$

with $\eta(P: \xi: \cdot): \mathfrak{a}_{P \mathrm{qc}}^{*} \rightarrow \mathbb{C}$ a meromorphic function. From the fact that (10.4) equals the composed map in (10.3) it follows that $\eta \geq 0$ on $i \mathfrak{a}_{P q}^{*}$. Hence $\eta(P: \xi: \cdot)^{-1}$ defines a measurable function on $i \mathfrak{a}_{P \mathrm{q}}^{*}$ with values in $[0, \infty[$. At this point the function $\eta(P: \xi)$ is only defined up to a positive scalar, due to the fact that no precise normalization of the Haar measure $d \bar{n}_{P}$ of $\bar{N}_{P}$ has been specified. In the sequel the precise normalization will be of importance. Let $\left.\varphi_{P}: G \rightarrow\right] 0, \infty\left[\right.$ be the function defined by $\varphi_{P}(n a m k)=$ $a^{2 \rho_{P}}$, for $n a m \in P$ and $k \in K$. Thus, $\varphi_{P} \in C^{\infty}\left(P: 1: \rho_{P}\right)$. We fix the normalization of our measure by requiring that

$$
\left[A\left(\bar{P}: P: 1: \rho_{P}\right) \varphi_{P}\right](1)=\int_{\bar{N}_{P}} \varphi_{P}(\bar{n}) d \bar{n}_{P}=1,
$$

where the integral is known to converge absolutely. We now define the measure $d \mu_{P, \xi}$ on $i \mathfrak{a}_{P \mathrm{q}}^{*}$ by

$$
\begin{equation*}
d \mu_{P, \xi}(\lambda):=\frac{1}{\eta(P: \xi: \lambda)} d \mu_{P}(\lambda) \tag{10.5}
\end{equation*}
$$

where $d \mu_{P}$ is Lebesgue measure on $\mathfrak{a}_{P \mathrm{q}}^{*}$, normalized as described in the first paragraph of the present section.

Example 10.6 (Riemannian case) We use the notation of Example 8.10 and recall from the theory of Riemannian symmetric spaces that

$$
\begin{equation*}
A(\bar{P}: P: 1: \lambda) \mathbf{1}_{\lambda}=c(\lambda) \mathbf{1}_{\lambda}, \tag{10.6}
\end{equation*}
$$

with $c(\lambda)$ the well-known scalar $c$-function for $G / K$. In view of the definition of $\eta$, this leads to

$$
\eta(P: 1: \lambda)=|c(\lambda)|^{2} \quad\left(\lambda \in i \mathfrak{a}_{\mathfrak{p}}^{*}\right),
$$

so that the measure $d \mu_{P, 1}(\lambda)$ takes the familiar form $|c(\lambda)|^{-2}$ times Lebesgue measure.

The normalizer of $\mathfrak{a}_{P \mathrm{q}}$ in the Weyl group $W$ is denoted by $W_{P}^{*}$; recall that the centralizer in $W$ of the same set is denoted by $W_{P}$. We define the group

$$
W\left(\mathfrak{a}_{P \mathrm{q}}\right)=W_{P}^{*} / W_{P} .
$$

Restriction to $\mathfrak{a}_{P_{\mathrm{q}}}$ induces a natural isomorphism from this group onto a subgroup of GL( $\left.\mathfrak{a}_{P \mathrm{q}}\right)$.

Definition 10.7 Two parabolic subgroups $P, Q \in \mathcal{P}_{\sigma}$ are said to be $(\sigma-)$ associated if their $\sigma$-split components $\mathfrak{a}_{P \mathrm{q}}$ and $\mathfrak{a}_{Q \mathrm{q}}$ are conjugate under the Weyl group $W$. The equivalence relation of being associated is denoted by $\sim$.

Let $\mathbf{P}_{\sigma}$ be a set of representatives in $\mathcal{P}_{\sigma}$ for the classes of $\sim$. Thus, $\mathbf{P}_{\sigma}$ is in one-to-one correspondence with $\mathcal{P}_{\sigma} / \sim$. The following result is a first version of the Plancherel theorem.

Theorem 10.8 Let $f \in C_{c}^{\infty}(\mathrm{X})$. Then

$$
\begin{equation*}
\|f\|_{L^{2}(\mathrm{X})}^{2}=\sum_{P \in \mathbf{P}_{\sigma}}\left[W: W_{P}^{*}\right] \sum_{\xi \in \mathrm{X}_{P, *, d s}} \int_{i \mathfrak{a}_{P \mathrm{q}}^{*}}\left\|^{u} \hat{f}(P: \xi: \lambda)\right\|^{2} d \mu_{P, \xi}(\lambda) \tag{10.7}
\end{equation*}
$$

Example 10.9 (Riemannian case) We use the notation of Example 8.10. We now need to use the information that the non-compact Riemannian symmetric spaces have no discrete series, which follows from Harish-Chandra's work on the discrete series, but also from Theorem 5.4. This allows us to conclude that $\mathrm{X}_{P, *, d s}^{\wedge}=\emptyset$, unless $P$ is a minimal parabolic subgroup containing $A_{\mathfrak{p}}=A_{\mathrm{q}}$ and $\xi=1$. Moreover, then $V(P: 1)$ equals $\mathbb{C}$, equipped with the standard inner product, and $W=W_{P}^{*}$. In view of Example 10.6 we see that (10.7) takes the usual form of the Plancherel formula for $G / K$.

Theorem 10.8 motivates the following definition of a unitary direct integral representation. First, for $P \in \mathcal{P}_{\sigma}$ and $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$, we define the Hilbert space

$$
\mathfrak{H}(P, \xi):=\overline{V(P, \xi)} \otimes L^{2}(K: \xi)
$$

equipped with the tensor product inner product. In addition, we define

$$
{ }^{u} \mathfrak{L}^{2}(P, \xi):=L^{2}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}, \mathfrak{H}(P, \xi),\left[W: W_{P}^{*}\right] d \mu_{P, \xi}\right)
$$

the space of square integrable functions $i \mathfrak{a}_{P \mathrm{q}}^{*} \rightarrow \mathfrak{H}(P, \xi)$, equipped with the $L^{2}$-Hilbert structure associated with the indicated measure. The above space is equipped with the representation $\pi_{P, \xi}$ of $G$ given by

$$
\left[\pi_{P, \xi}(x) \varphi\right](\lambda)=\left[1 \otimes \pi_{P, \xi, \lambda}(x)\right] \varphi(\nu)
$$

for $\varphi \in{ }^{u} \mathfrak{L}^{2}(P, \xi)$ and $x \in G$. It can be shown that $\pi_{P, \xi}$ is a continuous unitary representation of $G$. In fact, it provides a realization of a direct integral,

$$
\pi_{P, \xi} \simeq \int_{i \mathfrak{a}_{P \mathrm{q}}^{*}}^{\oplus} 1_{\overline{V(P, \xi)}} \otimes \pi_{P, \xi, \lambda}\left[W: W_{P}^{*}\right] d \mu_{P, \xi}(\lambda)
$$

We define $\left(\pi_{P},{ }^{u} \mathfrak{L}^{2}(P)\right)$ as the Hilbert direct sum of the unitary representations $\left(\pi_{P, \xi},{ }^{u} \mathfrak{L}^{2}(P, \xi)\right)$, for $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$. Finally, we define $\left(\pi,{ }^{u} \mathfrak{L}^{2}\right)$ as the unitary direct sum of the representations $\left(\pi_{P},{ }^{u} \mathfrak{L}^{2}(P)\right)$, for $P \in \mathbf{P}_{\sigma}$. Thus,

$$
\pi \simeq \oplus_{P \in \mathbf{P}_{\sigma}} \widehat{\oplus}_{\xi \in \mathrm{X}_{P} \hat{P}_{*, d s}} \pi_{P, \xi}
$$

The following result is now a straightforward consequence of Theorem 10.8.
Corollary $10.10 f \mapsto{ }^{u} \hat{f}$ extends to an isometry ${ }^{\mathcal{W}} \mathfrak{F}$ from $L^{2}(\mathrm{X})$ into the Hilbert space ${ }^{u} \mathfrak{L}^{2}$, intertwining the representation $L$ with the representation $\pi$.

Remark 10.11 The reason for the summation over $\mathbf{P}_{\sigma}$ rather than $\mathcal{P}_{\sigma}$ is that the principal series for associated $P, Q \in \mathcal{P}_{\sigma}$ are related by intertwining operators, as we shall now explain.

First, assume that $\mathfrak{a}_{P \mathrm{q}}=\mathfrak{a}_{Q \mathrm{q}}$. Then the standard intertwining operator $A(Q: P: \xi: \lambda)$ intertwines the representations $\pi_{P, \xi, \lambda}$ and $\pi_{Q, \xi, \lambda}$ for $\xi \in$ $\mathrm{X}_{P, *, d s}=\mathrm{X}_{Q, *, d s} \hat{\mathrm{~A}}^{\prime}$ and generic $\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{*}$.

If $Q=w P w^{-1}$ for some Weyl group element $w \in W$, then there also exists an intertwining operator between principal series representations for $P$ and $Q$. It is defined as follows. We observe that $w M_{P} w^{-1}=M_{Q}$. Hence if $\xi \in \widehat{M}_{P}$, then the representation $w \cdot \xi$ defined by $w \xi(m)=\xi\left(w^{-1} m w\right)$ belongs to $\widehat{M}_{Q}$ (here we have abused notation, $w$ should be replaced by a representative in $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ ). Now the map $L(w)$ given by

$$
L(w) \varphi(x)=\varphi\left(w^{-1} x\right)
$$

defines an intertwining operator from $\mathcal{H}_{P, \xi, \lambda}$ to $\mathcal{H}_{Q, w \xi, w \lambda}$ which is obviously unitary.

Finally, if ${ }^{P} \mathcal{W}$ is a set of representatives for $W_{P} \backslash W / W_{K \cap H}$ in $N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$, then ${ }^{Q} \mathcal{W}=w^{P} \mathcal{W}$ is a set of representatives for $W_{Q} \backslash W / W_{K \cap H}$. This implies that $\xi \mapsto w \xi$ is a bijection from $\mathrm{X}_{P, *, d s}^{\wedge}$ onto $\mathrm{X}_{\hat{Q}, *, d s}^{\wedge}$.

In general, if $Q \sim P$, then there exists a $P^{\prime} \in \mathcal{P}_{\sigma}$ with $\mathfrak{a}_{P \mathrm{q}}=\mathfrak{a}_{P^{\prime} \mathrm{q}}$ and $Q=w P^{\prime} w$ for some $w \in W$. From the above two cases we see that the principal series for $P$ and for $Q$ are related by intertwining operators.

We have called Theorem 10.8 a preliminary version of the Plancherel theorem, since it does not yet describe the image of ${ }^{v} \mathfrak{F}$. In fact, ${ }^{v} \mathfrak{F}$ is not onto ${ }^{u} \mathfrak{L}^{2}$, due to the presence of intertwining operators. These intertwining operators are also the cause of double occurrences of irreducible representations in the direct integral representation $\pi$.

To be more precise, let $w \in W_{P}^{*}$. Then the operator $L(w)$, introduced in Remark 10.11, intertwines $\pi_{P, \xi, \lambda}$ with $\pi_{w P w^{-1}, w \xi, w \lambda}$. Since

$$
w\left(\mathfrak{a}_{P \mathrm{q}}\right)=\mathfrak{a}_{w P w^{-1} \mathrm{q}},
$$

the latter representation is intertwined with $\pi_{P, w \xi, w \lambda}$ by the standard intertwining operator $A\left(P: w P w^{-1}: w \xi: w \lambda\right)$, see Remark 10.11. The following result implies that more than this cannot happen.

Proposition 10.12 For $j=1,2$, let $P_{j} \in \mathbf{P}_{\sigma}, \xi_{j} \in \mathrm{X}_{P_{j}, *, d s}^{\wedge}$ and $\lambda_{j} \in i \mathfrak{a}_{P_{j} \mathrm{q}}^{* \mathrm{reg}}$. Then the representations $\pi_{P_{1}, \xi_{1}, \lambda_{1}}$ and $\pi_{P_{2}, \xi_{2}, \lambda_{2}}$ are equivalent if and only if $P_{1}=P_{2}$ and if there exists a $w \in W\left(\mathfrak{a}_{P_{1} \mathrm{q}}\right)$ such that $\xi_{2}=w \xi_{1}$ and $\lambda_{2}=w \lambda_{1}$.

Proof. This result, which is closely related to Theorem 10.5, is due to Harish-Chandra, see [67] and [22], Prop. 10.8, for details.

The next result describes the effect on the Fourier transform of the intertwining operators mentioned above.

Proposition 10.13 Let $P \in \mathcal{P}_{\sigma}, w \in W_{P}^{*}$ and $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$. Then $w \xi \in$ $\mathrm{X}_{P, *, d s}^{\wedge}$, and $d \mu_{P, w \xi}(w \lambda)=d \mu_{P, \xi}(\lambda)$. Moreover, there exists a unique unitary isomorphism ${ }^{u} \mathfrak{C}_{P, w}(\xi, \lambda)$ from $\overline{V(P, \xi)} \otimes L^{2}(K: \xi)$ onto $\overline{V(P, w \xi)} \otimes L^{2}(K$ : $w \xi)$, depending on $\lambda \in \mathfrak{a}_{P \mathrm{q}}^{*}$ in a measurable way, such that

$$
{ }^{u} \hat{f}(P: w \xi: w \lambda)={ }^{u} \mathfrak{C}_{P, w}(\xi, \lambda)^{u} \hat{f}(P: \xi: \lambda) .
$$

The operator ${ }^{u} \mathbb{C}_{P, w}(\xi, \lambda)$ intertwines $1 \otimes \pi_{P, \xi, \lambda}$ with $1 \otimes \pi_{P, w \xi, w \lambda}$. Moreover, if $u, v \in W_{P}^{*}$ then

$$
{ }^{u} \mathfrak{C}_{P, u v}(\xi, \lambda)={ }^{u} \mathfrak{C}_{P, u}(v \xi, v \lambda)^{u} \mathfrak{C}_{P, v}(\xi, \lambda),
$$

for almost every $\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{*}$.
It follows from the above proposition that for $P, w, \xi$ as above we may define a unitary operator ${ }^{u} \mathfrak{C}_{P, w}(\xi):{ }^{u} \mathfrak{L}^{2}(P, \xi) \rightarrow{ }^{u} \mathfrak{L}^{2}(P, w \xi)$ by

$$
{ }^{u} \mathfrak{C}_{P, w}(\xi) \varphi(\lambda)={ }^{u} \mathfrak{C}_{P, w}\left(\xi, w^{-1}\right) \varphi\left(w^{-1} \lambda\right) .
$$

The direct sum of these operators, for $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$, defines a unitary operator ${ }^{u} \mathfrak{C}_{P, w}$ from

$$
{ }^{u} \mathfrak{L}^{2}(P):=\widehat{\oplus}_{\xi \in \mathrm{X}_{P, *, d s}}{ }^{u} \mathfrak{L}^{2}(P, \xi)
$$

onto itself, intertwining the representation $\pi_{P}:=\widehat{\oplus}_{\xi} \pi_{P, \xi}$ with itself. Moreover, $w \mapsto{ }^{u} \mathfrak{C}_{P, w}$ defines a unitary representation of $W_{P}^{*}$ in ${ }^{u} \mathfrak{L}^{2}(P)$. The direct sum of these, for $P \in \mathbf{P}_{\sigma}$, defines a unitary representation of $W_{P}^{*}$ in ${ }^{u} \mathfrak{L}^{2}$, commuting with the representation $\pi$ of $G$. Accordingly, the space of $W_{P}^{*}$-invariants is a closed invariant subspace of ${ }^{u} \mathfrak{L}^{2}$.

Proposition 10.14 The image of the map ${ }^{\mathbf{W}} \mathfrak{F}$, see Corollary 10.10, is given by

$$
\text { image }\left({ }^{u} \mathfrak{F}\right)=\left({ }^{u} \mathfrak{L}^{2}\right)^{W_{P}^{*}} .
$$

The group $W\left(\mathfrak{a}_{P q}\right)=W_{P}^{*} / W_{P}$ acts freely, but in general not transitively, on the components of $\mathfrak{a}_{P \mathrm{q}}^{* r e g}$, which are the facets in $\mathfrak{a}_{\mathrm{q}}^{*}$ whose spans equal $\mathfrak{a}_{P \mathrm{q}}^{*}$.

Let $\Omega_{P}$ be a fundamental domain for the action of $W\left(\mathfrak{a}_{P \mathrm{q}}\right)$ on $i \mathfrak{a}_{P \mathrm{q}}^{* r e g}$, consisting of connected components of $i \mathfrak{a}_{P \mathrm{q}}^{* r e g}$. Then, for each $P \in \mathcal{P}_{\sigma}$ and every $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$, we denote by ${ }^{u} \mathfrak{L}_{\Omega_{P}}^{2}(P, \xi)$ the closed $G$-invariant subspace of functions in ${ }^{u} \mathfrak{L}^{2}(P, \xi)$ that vanish almost everywhere outside $\Omega_{P}$. Finally, we define the following closed $G$-invariant subspace of ${ }^{u} \mathfrak{L}^{2}$,

$$
{ }^{u} \mathfrak{L}_{0}^{2}:=\oplus_{P \in \mathbf{P}_{\sigma}} \widehat{\oplus}_{\xi \in \mathrm{X}_{P, *, d s}}{ }^{u} \mathfrak{L}_{\Omega_{P}}^{2}(P, \xi) .
$$

The orthogonal projection onto this subspace is denoted by $\varphi \mapsto \varphi_{0}$. After these preparations we can now describe the Plancherel decomposition induced by the unnormalized Fourier transform.

Theorem 10.15 (Plancherel theorem) The map $f \mapsto\left({ }^{\mathfrak{F}} f\right)_{0}$ defines an isometry from $L^{2}(\mathrm{X})$ onto ${ }^{u} \mathfrak{L}_{0}^{2}$, intertwining $L$ with $\pi$, establishing the Plancherel decomposition

$$
\begin{equation*}
L \sim \oplus_{P \in \mathbf{P}_{\sigma}} \widehat{\oplus}_{\xi \in \mathrm{X}_{\hat{P}, *, d s}} \int_{\Omega_{P}} 1_{\overline{V(P, \xi)}} \otimes \pi_{P, \xi, \lambda} \quad\left[W: W_{P}\right] d \mu_{P, \xi}(\lambda) \tag{10.8}
\end{equation*}
$$

In particular, for all $P \in \mathcal{P}_{\sigma}$ and $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$, the representation $\pi_{P, \xi, \lambda}$ occurs with multiplicity $\operatorname{dim} V(P, \xi)$, for almost every $\lambda \in i \mathfrak{a}_{P q}^{*}$.

Proof. The fact that ${ }^{{ }^{z} \mathcal{F}}$ establishes a direct integral decomposition follows from Theorem 10.8 combined with Corollary 10.10 and Proposition 10.13. The occurring representations are almost all irreducible by Theorem 10.5, and almost all inequivalent by Proposition 10.12.

Remark 10.16 It follows from Lemma 10.4 and Lemma 9.2 that the action of the algebra $\mathbb{D}(\mathrm{X})$ on $C_{c}^{\infty}(\mathrm{X})$ transfers via ${ }^{*} \mathfrak{F}$ to an action on the space on the right-hand side of (10.8), which respects the direct integral decomposition and allows a compatible simultaneous diagonalization.

The fact that the functions $\lambda \mapsto{ }^{u} \hat{f}(P: \xi: \lambda)$ may have singularities on $\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{*}$, even for $f \in C_{c}^{\infty}(\mathrm{X})$, is no problem from the Hilbert space
direct integral point of view. However, in the proofs that will be described later, it will turn out to be crucial to have a different normalization of the Fourier transform available. The normalized Fourier transform is going to be defined as in Definition 10.1, but with $j(P: \xi: \lambda)$ replaced by a differently normalized element of $\operatorname{Hom}\left(V(P, \xi), C^{-\infty}(P: \xi: \lambda)^{H}\right)$.

Definition 10.17 Let $P \in \mathcal{P}_{\sigma}, \xi \in \mathrm{X}_{P, *, d s}^{\wedge}$. We define

$$
j^{\circ}(P: \xi: \lambda)=A(\bar{P}: P: \xi: \lambda)^{-1} j(\bar{P}: \xi: \lambda)
$$

as a meromorphic $\operatorname{Hom}\left(V(P, \xi), C^{-\infty}(K: \xi)\right)$-valued function of $\lambda \in \mathfrak{a}_{P \mathrm{qC}}^{*}$.
From the fact that $\mu_{P}=\mu_{\bar{P}}$, see Lemma 9.1 , it is readily seen that Lemma 9.3 is valid with $j^{\circ}$ in place of $j$.

The normalization of $j$ in Definition 10.17 is motivated by the following remarkable property.

Theorem 10.18 (Regularity theorem) The $\operatorname{Hom}\left(V(P, \xi), C^{-\infty}(K: \xi)\right)$ valued meromorphic function $\lambda \mapsto j^{\circ}(P: \xi: \lambda)$ is regular on $i \mathfrak{a}_{P \mathrm{q}}^{*}$.

The proof Theorem 10.18 is based on similar result, formulated in the next section, for the so-called normalized Eisenstein integral. For $P$ a minimal $\sigma$-parabolic subgroup the result is due to [15]. For general $P$ it is due to [35].

Example 10.19 (Riemannian case) We use the notation of Example 8.10. In view of (10.6), it follows that

$$
\begin{equation*}
j^{\circ}(P: \xi: \lambda)(1)=c(\lambda)^{-1} \mathbf{1}_{\lambda} \tag{10.9}
\end{equation*}
$$

Thus, in this case the regularity theorem amounts to the well-known fact that the $c$-function has no zeros on $i \mathfrak{a}_{\mathfrak{p}}^{*}$.

We now define the normalized Fourier transform $\hat{f}$ of a function $f \in$ $C_{c}^{\infty}(\mathrm{X})$ as ${ }^{u} \hat{f}$, but with everywhere $j(P: \xi: \lambda)$ replaced by $j^{\circ}(P: \xi: \lambda)$. Then Theorem 10.18 has the following immediate consequence.

Corollary 10.20 Let $P \in \mathcal{P}_{\sigma}$ and $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$. Then for every $f \in C_{c}^{\infty}(\mathrm{X})$, the function $\lambda \mapsto \hat{f}(P: \xi: \lambda)$ is analytic as a $\overline{V(P, \xi)} \otimes C^{\infty}(K: \xi)$ - valued function on $i \mathfrak{a}_{P \mathrm{q}}^{*}$.

A simple calculation leads to the following relation between ${ }^{u} \hat{f}$ and $\hat{f}$, for $f \in C_{c}^{\infty}(\mathrm{X})$;

$$
\hat{f}(P: \xi: \lambda)=\left[I \otimes A(\bar{P}: P: \xi: \lambda)^{-1}\right]^{u} \hat{f}(\bar{P}: \xi: \lambda)
$$

From this it readily follows that

$$
\begin{equation*}
\|\hat{f}(P: \xi: \lambda)\|^{2}=\eta(\bar{P}: \xi: \lambda)^{-1}\left\|^{u} \hat{f}(\bar{P}: \xi: \lambda)\right\|^{2} \tag{10.10}
\end{equation*}
$$

This relation has the effect that normalized Fourier transform induces a Plancherel decomposition with Plancherel measure equal to ordinary Lebesgue measure. Indeed, let $P \in \mathcal{P}_{\sigma}$ and $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$, then, for $f \in C_{c}^{\infty}(\mathrm{X})$,

$$
\left\|^{u} \hat{f}(P: \xi: \lambda)\right\|^{2} d \mu_{P, \xi}(\lambda)=\|\hat{f}(P: \xi: \lambda)\|^{2} d \mu_{P}
$$

It follows that Theorem 10.8 is equivalent to the similar result for the normalized Fourier transform $f \mapsto \hat{f}$ with $d \mu_{P}(\lambda)$ in place of $d \mu_{P, \xi}(\lambda)$.

For $P \in \mathcal{P}_{\sigma}$ and $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$, let $\mathfrak{L}^{2}(P, \xi)$ be defined as ${ }^{u} \mathfrak{L}^{2}(P, \xi)$, but with the Lebesgue measure $d \mu_{P}(\lambda)$ in place of $d \mu_{P, \xi}(\lambda)$. Thus,

$$
\begin{equation*}
\mathfrak{L}^{2}(P, \xi):=L^{2}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}, \mathfrak{H}(P, \xi),\left[W: W_{P}^{*}\right] d \mu_{P}\right) \tag{10.11}
\end{equation*}
$$

Moreover, let $\left(\pi, \mathfrak{L}^{2}\right)$ be defined accordingly. Then Corollary 10.10 is equivalent to the similar result involving the unnormalized Fourier transform and $\left(\pi, \mathfrak{L}^{2}\right)$. We denote the continuous linear extension of the normalized Fourier transform by $\mathfrak{F}: L^{2}(\mathrm{X}) \rightarrow \mathfrak{L}^{2}$. Proposition 10.13 is now equivalent to a normalized version, with different intertwining operators $\mathfrak{C}_{P, w}(\xi: \lambda)$ : $\mathfrak{H}(P, \xi) \rightarrow \mathfrak{H}(P, w \xi)$. In view of (10.10), the connection of these intertwining operators with their unnormalized analogues is given by

$$
{ }^{u} \mathfrak{C}_{\bar{P}, w}(\xi: \lambda) \circ[1 \otimes A(\bar{P}: P: \xi: \lambda)]=[1 \otimes A(\bar{P}: P: w \xi: w \lambda)] \mathfrak{C}_{P, w}(\xi: \lambda)
$$

As before we define a unitary representation of $W\left(\mathfrak{a}_{P \mathrm{q}}\right)$ in $\mathfrak{L}^{2}$ commuting with $\pi$, so that Proposition 10.14 is equivalent to its normalized analogue. Finally, we fix fundamental domains $\Omega_{P} \subset i \mathfrak{a}_{P \mathrm{q}}^{* r e g}$ for the action of $W\left(\mathfrak{a}_{P \mathrm{q}}\right)$, and define $\mathfrak{L}_{0}^{2}$ in similar fashion as ${ }^{u} \mathfrak{L}_{0}^{2}$. Then $\mathfrak{L}_{0}^{2}$ is a closed $G$-invariant subspace of $\mathfrak{L}^{2}$ The orthogonal projection onto it is denoted by $\varphi \mapsto \varphi_{0}$. Theorem 10.15 is now equivalent to the following normalized analogue.

Theorem 10.21 (Normalized version of the Plancherel theorem) The map $f \mapsto(\mathfrak{F} f)_{0}$ defines an isometry from $L^{2}(\mathrm{X})$ onto $\mathfrak{L}_{0}^{2}$, intertwining $L$ with $\pi$, establishing the Plancherel decomposition

$$
L \sim \oplus_{P \in \mathbf{P}_{\sigma}} \widehat{\oplus}_{\xi \in \mathrm{X}_{P, *, d s}^{\wedge}} \int_{i \Omega_{P}} 1_{\overline{V(P, \xi)}} \otimes \pi_{P, \xi, \lambda} \quad\left[W: W_{P}\right] d \mu_{P}(\lambda)
$$

Remark 10.22 Since Lemma 9.3 is valid with $j^{\circ}$ in place of $j$, it follows that Lemma 10.4 is valid with $f \mapsto \hat{f}$ in place of $f \mapsto{ }^{u} \hat{f}$. Therefore, the obvious analogue of Remark 10.16 is valid for $\mathfrak{F}$.

Remark 10.23 In Delorme's paper [40] the above formula occurs without the constants $\left[W: W_{P}\right.$ ]. This is due to a different normalization of measures. More precisely, Delorme uses the normalization of measures described in the first paragraph of this section, with the exception of the Lebesgue measure $d \lambda_{P}$ on $i^{*} \mathfrak{a}_{P \mathrm{q}}^{*}$, which he normalizes by the requirement that the Euclidean Fourier transform of ${ }^{*} A_{P \mathrm{q}}$ extends to an isometry $L^{2}\left({ }^{*} A_{P \mathrm{q}}, d m_{P}\right) \rightarrow$ $L^{2}\left(i^{*} \mathfrak{a}_{P \mathrm{q}}^{*}, d \lambda_{P}\right)$.

## 11 The spherical Plancherel theorem

## The Eisenstein integral

A main step towards proving the Plancherel theorem consists of proving the analogue of Theorem 10.8 for the normalized Fourier transform $f \mapsto \hat{f}$. It suffices to do this on the subspace of functions of a specific left $K$-type. To be more precise, let $\delta \in \widehat{K}$ and let $C_{c}^{\infty}(\mathrm{X})_{\delta}$ be the subspace of $C_{c}^{\infty}(\mathrm{X})$ consisting of left $K$-finite functions of type $\delta$. Then it suffices to show that $f \mapsto \hat{f}$ is an isometry from $C_{c}^{\infty}(\mathrm{X})_{\delta}$, equipped with the inner product of $L^{2}(\mathrm{X})$, to the space $\mathfrak{L}_{\delta}^{2}$ of $K$-finite elements of type $\delta$ in $\mathfrak{L}^{2}$. The restriction of the Fourier transform to $C_{c}^{\infty}(\mathrm{X})_{\delta}$ naturally leads to the concept of Eisenstein integral, as we will now explain.

We start by observing that

$$
\begin{aligned}
L^{2}(\mathrm{X})_{\delta} & \simeq \operatorname{Hom}_{K}\left(V_{\delta}, L^{2}(\mathrm{X})\right) \otimes V_{\delta} \\
& \simeq\left(L^{2}(\mathrm{X}) \otimes V_{\delta}^{*}\right)^{K} \otimes V_{\delta}
\end{aligned}
$$

Here and in the following, unspecified isomorphisms are assumed to be the obvious natural ones. Put $\tau=\tau_{\delta}:=\delta^{*} \otimes 1$ and $V_{\tau}=V_{\tau_{\delta}}:=V_{\delta}^{*} \otimes V_{\delta}$, then it follows that

$$
\begin{aligned}
L^{2}(\mathrm{X})_{\delta} & \simeq\left(L^{2}(\mathrm{X}) \otimes V_{\tau}\right)^{K} \\
& =L^{2}(\mathrm{X}: \tau),
\end{aligned}
$$

where the latter space is the space of functions $\varphi$ in $L^{2}\left(\mathrm{X}, V_{\tau}\right)$ that are $\tau$-spherical, i.e.,

$$
\begin{equation*}
\varphi(k x)=\tau(k) \varphi(x), \quad(x \in \mathrm{X}, k \in K) . \tag{11.1}
\end{equation*}
$$

Similar considerations lead to analogous definitions for spaces of spherical functions associated with $C_{c}^{\infty}(\mathrm{X}), C^{\infty}(\mathrm{X}), C(\mathrm{X})$. In the $L^{2}$-context all the natural isomorphisms are isometric if we agree to equip $V_{\delta}^{*} \otimes V_{\delta} \simeq \operatorname{End}\left(V_{\delta}\right)$ with $d_{\delta}^{-1}$ times the Hilbert-Schmid inner product. Note that so far we have used nothing special about X; the whole construction applies to a manifold X equipped with a smooth $K$-action and a $K$-invariant density.

The natural isomorphism $L^{2}(\mathrm{X})_{\delta} \rightarrow L^{2}\left(\mathrm{X}: \tau_{\delta}\right)$ will be called sphericalization, and is denoted by

$$
\begin{equation*}
f \mapsto f^{\mathrm{sph}} . \tag{11.2}
\end{equation*}
$$

We recall from the general considerations in Section 2 that the Fourier transform $f \mapsto \hat{f}(P: \xi: \lambda)$ may also be given by testing with a matrix coefficient. In the present context, let $P \in \mathcal{P}_{\sigma}$ and $\xi \in \mathrm{X}_{P, *, d s} \hat{\mathrm{a}}^{\text {. }}$ Then for generic $\lambda \in \mathfrak{a}_{P q \mathrm{C}}^{*}$ we define the map

$$
\begin{equation*}
\mathrm{M}_{P, \xi, \lambda}: \overline{V(P, \xi)} \otimes C^{\infty}(K: \xi) \rightarrow C^{\infty}(\mathrm{X}) \tag{11.3}
\end{equation*}
$$

by the following formula, for $\eta \otimes \varphi \in \overline{V(P, \xi)} \otimes C^{\infty}(K: \xi)$ and $x \in \mathrm{X}$,

$$
\mathrm{M}_{P, \xi, \lambda}(\eta \otimes \varphi)(x)=\left\langle\varphi, \pi_{P, \xi,-\bar{\lambda}}(x) j^{\circ}(P: \xi:-\bar{\lambda}) \eta\right\rangle
$$

Here $j^{\circ}(P: \xi:-\bar{\lambda})$ is as in Definition 10.17. From the definition of the normalized Fourier transform, we now obtain, for $f \in C_{c}^{\infty}(\mathrm{X})$ and $T \in$ $\overline{V(P, \xi)} \otimes C^{\infty}(K: \xi)$, that

$$
\begin{equation*}
\langle\hat{f}(P: \xi: \lambda), T\rangle=\left\langle f, \mathrm{M}_{P, \xi,-\bar{\lambda}}(T)\right\rangle . \tag{11.4}
\end{equation*}
$$

We observe that $\mathrm{M}_{P, \xi, \lambda}$ intertwines the generalized principal series representation $\pi_{P, \xi, \lambda} \otimes I$ with the left regular representation $L$. In particular, it follows that $\mathrm{M}_{P, \xi, \lambda}$ maps $\overline{V(P, \xi)} \otimes C^{\infty}(K: \xi)_{\delta}$ into $C^{\infty}(\mathrm{X})_{\delta} \simeq C^{\infty}\left(\mathrm{X}: \tau_{\delta}\right)$. An Eisenstein integral is essentially an element in the image of $\mathrm{M}_{P, \xi, \lambda}$, viewed as an element of $C^{\infty}\left(\mathrm{X}: \tau_{\delta}\right)$. It becomes a very practical tool if we realize the parameter space $\overline{V(P, \xi)} \otimes C^{\infty}(K: \xi)_{\delta}$ in a different fashion.

Let $P \in \mathcal{P}_{\sigma}$ and $\xi \in \mathrm{X}_{P, *, d s}$ and let $v \in{ }^{P} \mathcal{W}$. If $V(P, \xi, v)$ is non-trivial, then $\xi$ belongs to the discrete series of the space $\mathrm{X}_{P, v}$ defined by (8.1). In any case, we consider the natural matrix coefficient map $\overline{V(P, \xi, v)} \otimes \mathcal{H}_{\xi} \rightarrow$ $L^{2}\left(\mathrm{X}_{P, v}\right)$ and denote its image by

$$
L^{2}\left(\mathrm{X}_{P, v}\right)_{\xi} .
$$

In particular, this space is non-trivial if and only if $\xi \in \mathrm{X}_{P, v, d s}^{\wedge}$ We put $K_{P}:=K \cap M_{P}$ and define $\tau_{P}:=\tau_{\delta, P}=\left.\tau_{\delta}\right|_{K_{P}}$. Then $L^{2}\left(\mathrm{X}_{P, v}: \tau_{P}\right)=$ $\left(L^{2}\left(\mathrm{X}_{P, v}\right) \otimes V_{\tau}\right)^{K_{P}}$. Accordingly, we define

$$
L^{2}\left(\mathrm{X}_{P, v}: \tau_{P}\right)_{\xi}:=\left(L^{2}\left(\mathrm{X}_{P, v}\right)_{\xi} \otimes V_{\tau}\right)^{K_{P}} .
$$

Lemma 11.1 The space $\overline{V(P, \xi)} \otimes C^{\infty}(K: \xi)_{\delta}$ is finite dimensional and equals the Hilbert space $\overline{V(P, \xi)} \otimes L^{2}(K: \xi)_{\delta}$. Moreover, there is a natural isometrical isomorphism

$$
\overline{V(P, \xi)} \otimes C^{\infty}(K: \xi)_{\delta} \xrightarrow{\simeq} \oplus_{v \in P \mathcal{W}} L^{2}\left(\mathrm{X}_{P, v}: \tau_{\delta, P}\right)_{\xi},
$$

where $\oplus$ denotes the formal direct sum of Hilbert spaces.
Proof. First, we note that $L^{2}(K: \xi)$ is the representation space for the induced representation ind ${ }_{K_{P}}^{K}\left(\xi \mid K_{P}\right)$. By Frobenius reciprocity we have

$$
\begin{equation*}
\operatorname{Hom}_{K}\left(V_{\delta}, L^{2}(K: \xi)\right) \simeq \operatorname{Hom}_{K_{P}}\left(V_{\delta}, \mathcal{H}_{\xi}\right) . \tag{11.5}
\end{equation*}
$$

Hence,

$$
\begin{align*}
L^{2}(K: \xi)_{\delta} & \simeq \operatorname{Hom}_{K_{P}}\left(V_{\delta}, \mathcal{H}_{\xi}\right) \otimes V_{\delta} \\
& \simeq\left(\mathcal{H}_{\xi} \otimes V_{\tau_{\delta}}\right)^{K_{P}} . \tag{11.6}
\end{align*}
$$

It is a standard fact from representation theory that each $K_{P}$-type occurs with finite multiplicity in $\xi \in \widehat{M}_{P}$. Therefore, the space in (11.6) is finite dimensional. It follows that $L^{2}(K: \xi)_{\delta}$ is finite dimensional, hence equals its dense subspace $C^{\infty}(K: \xi)_{\delta}$. This establishes the first two assertions.

From (11.5) it follows, for $v \in{ }^{P} \mathcal{W}$, that

$$
\begin{aligned}
\overline{V(P, \xi, v)} \otimes L^{2}(K: \xi)_{\delta} & \simeq\left(\overline{V(P, \xi, v)_{(1)}} \otimes \mathcal{H}_{\xi} \otimes V_{\tau_{\delta}}\right)^{K_{P}} \\
& \simeq\left(L^{2}\left(\mathrm{X}_{P, v}\right)_{\xi} \otimes V_{\tau_{\delta}}\right)^{K_{P}}
\end{aligned}
$$

by the matrix coefficient map of $\xi$. Here, the index (1) on a tensor component indicates that the action of the group $K_{P}$ is trivial on that component. The argument is completed by taking the direct sum over $v \in{ }^{P} \mathcal{W}$.

We denote the isomorphism of Lemma 11.1 by $T \mapsto \psi_{T}$, a notation that is compatible with Harish-Chandra's notation in the case of the group, see [58], §7, Lemma 1.

Definition 11.2 Let $\psi \in \oplus_{v \in P \mathcal{W}} L^{2}\left(\mathrm{X}_{P, v}: \tau_{\delta, P}\right)_{\xi}$. Then, for $\lambda \in \mathfrak{a}_{P q \mathrm{C}}^{*}$, the normalized Eisenstein integral $E^{\circ}(P: \psi: \lambda)$ is defined by

$$
E^{\circ}(P: \psi: \lambda)=\mathrm{M}_{P, \xi,-\lambda}^{\mathrm{sph}}(T) \in C^{\infty}\left(\mathrm{X}: \tau_{\delta}\right),
$$

where $T \in \overline{V(P, \xi)} \otimes C^{\infty}(K: \xi)_{\delta}$ is such that $\psi=\psi_{T}$.

Example 11.3 (Riemannian case) We use the notation of Example 8.10 and consider the case of the trivial $K$-type $\delta=1$, so that $V_{\tau}=\mathbb{C}$ and $C^{\infty}(G / K: \tau)$ equals the space $C^{\infty}(K \backslash G / K)$ of bi-K-invariant smooth functions on $G$. Then $\overline{V(P: 1)} \otimes C^{\infty}(K: 1)_{\delta} \simeq \mathbb{C}$. Moreover, ${ }^{P} \mathcal{W}=\{e\}$ and $\psi_{1}=1$. In view of (10.9) it follows that in this setting the normalized Eisenstein integral is given by

$$
E^{\circ}(P: 1: \lambda)(x)=\int_{K} \overline{\left.c(\bar{\lambda})^{-1}\right) \mathbf{1}_{\bar{\lambda}}(k x)} d k=c(\lambda)^{-1} \varphi_{\lambda}(x)
$$

where $\varphi_{\lambda}$ is the zonal spherical function in $C^{\infty}(K \backslash G / K)$, determined by the parameter $\lambda$.

The above definition of the Eisenstein integral can be extended to a bigger $\psi$-space, by collecting all $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$ together. We need some preparation for this.

Definition 11.4 Let $\left(\tau, V_{\tau}\right)$ be any finite dimensional unitary representation of $K$. Then by $\mathcal{A}_{2}(\mathrm{X}: \tau)$ we denote the space of smooth functions $f \in C^{\infty}(\mathrm{X}: \tau)$ satisfying the following conditions,
(a) $f \in L^{2}(\mathrm{X}: \tau)$;
(b) $\mathbb{D}(\mathrm{X}) f$ is finite dimensional.

Theorem 11.5 The space $\mathcal{A}_{2}(\mathrm{X}: \tau)$ is finite dimensional. Moreover, it decomposes as the orthogonal direct sum

$$
\mathcal{A}_{2}(\mathrm{X}: \tau)=\oplus_{\xi \in \mathrm{X}_{\hat{d s}}} L^{2}(\mathrm{X}: \tau)_{\xi}
$$

In particular, only finitely many summands in the direct sum are non-zero.
Proof. This is a deep result, which is equivalent to the assertion that for a given $\delta \in \widehat{K}$ only finitely many representations from the discrete series of $X$ contain the $K$-type $\delta$. It follows from the classification of the discrete series by Oshima and Matsuki [77]. We will see that it also follows from our proof of the Plancherel formula, if one uses the information on the discrete series given in Theorems 5.4 and 5.6. Of course, the latter results are due to [77] as well.

We define the finite dimensional Hilbert space $\mathcal{A}_{2, P}=\mathcal{A}_{2, P}\left(\tau_{\delta}\right)$ by

$$
\begin{equation*}
\mathcal{A}_{2, P}:=\oplus_{v \in P} \mathcal{W} \mathcal{A}_{2}\left(\mathrm{X}_{P, v}: \tau_{\delta, P}\right) \tag{11.7}
\end{equation*}
$$

where $\oplus$ denotes the formal orthogonal direct sum of Hilbert spaces. By Theorem 11.5, applied to $\mathrm{X}_{P, v}$ for $v \in{ }^{P} \mathcal{W}$, the space $\mathcal{A}_{2, P}$ decomposes as the orthogonal direct sum, for $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$, of the spaces

$$
\mathcal{A}_{2, P, \xi}:=\oplus_{v \in P \mathcal{W}} L^{2}\left(\mathrm{X}_{P, v}: \tau_{\delta, P}\right)_{\xi}
$$

Accordingly, given $\psi \in \mathcal{A}_{2, P}$, we write $\psi_{\xi}$ for the component determined by $\xi \in \mathrm{X}_{P, *, d s}^{\wedge}$.

Definition 11.6 For $\psi \in \mathcal{A}_{2, P}$ we define the normalized Eisenstein integral $E^{\circ}(P: \psi: \lambda) \in C^{\infty}(\mathrm{X}: \tau)$ by

$$
E^{\circ}(P: \psi: \lambda)=\sum_{\xi \in \mathrm{X}_{P, *, d s}^{\wedge}} E^{\circ}\left(P: \psi_{\xi}: \lambda\right)
$$

## The regularity theorem

We shall now describe the action of invariant differential operators on the Eisenstein integral. Let $D \in \mathbb{D}(\mathrm{X})$. If $v \in{ }^{P} \mathcal{W}$ and $\lambda \in \mathfrak{a}_{P \mathrm{qc}}^{*}$, then $\mu_{P, v}(D: \lambda)$ is an operator in $\mathbb{D}\left(\mathrm{X}_{P, v}\right)$, which naturally acts on the space $\mathcal{A}_{2}\left(\mathrm{X}_{P, v}, \tau_{P}\right)$ by an endomorphism $\underline{\mu}_{P, v}(D, \lambda)$. The direct sum of these endomorphisms, for $v \in \mathcal{W}$, is an endomorphism of $\mathcal{A}_{2, P}$, denoted by

$$
\begin{equation*}
\underline{\mu}_{P}(D: \lambda):=\oplus_{v \in \mathcal{W}} \quad \underline{\mu}_{P, v}(D: \lambda) \tag{11.8}
\end{equation*}
$$

Proposition 11.7 For every $\psi \in \mathcal{A}_{2, P}$, the Eisenstein integral $E^{\circ}(P: \psi$ : $\lambda)$ is meromorphic as a function of $\lambda \in \mathfrak{a}_{\text {PqC }}^{*}$ with values in $C^{\infty}(\mathrm{X}: \tau)$. Moreover, it behaves finitely under the action of $\mathbb{D}(\mathrm{X})$, for generic $\lambda \in \mathfrak{a}_{P q \mathrm{c}}^{*}$. More precisely, for every $D \in \mathbb{D}(\mathrm{X})$,

$$
D E^{\circ}(P: \psi: \lambda)=E^{\circ}\left(P: \underline{\mu}_{P}(D: \lambda) \psi: \lambda\right)
$$

as a meromorphic identity in the variable $\lambda \in \mathfrak{a}_{P \mathrm{qc}}^{*}$.
The regularity theorem for $j^{\circ}$, Theorem 10.18 , is essentially equivalent to the following regularity theorem for the Eisenstein integral.

Theorem 11.8 (Regularity theorem) The $C^{\infty}(\mathrm{X}: \tau)$-valued meromorphic function $\lambda \mapsto E^{\circ}(P: \psi: \lambda)$ is regular on $i \mathfrak{a}_{P \mathrm{q}}^{*}$, for every $\psi \in \mathcal{A}_{2, P}$.

This result is proved by a careful asymptotic analysis combined with the Maass-Selberg relations presented in Theorem 11.22 below. For $P$ a minimal $\sigma$-parabolic subgroup it is due to [15]. For general $P$ it is due to [35], which in turn makes use of [10].

The Fourier transform defined in the text below Theorem 10.18 can be expressed in terms of the normalized Eisenstein integral.

Lemma 11.9 Let $F \in C_{c}^{\infty}\left(\mathrm{X}: \tau_{\delta}\right)$, and let $f$ be the corresponding function in $C_{c}^{\infty}(\mathrm{X})_{\delta}$, i.e., $F=f^{\text {sph }}$. Then

$$
\langle\hat{f}(P: \xi: \lambda), T\rangle=\int_{\mathrm{X}}\left\langle F(x), E^{\circ}\left(P: \psi_{T}:-\lambda\right)(x)\right\rangle_{V_{\tau}} d x
$$

for every $T \in \overline{V(P, \xi)} \otimes L^{2}(K: \xi)$ and all $\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{*}$.
Proof. Let $T$ be as mentioned. Then using (11.4) we find that

$$
\begin{aligned}
\langle\hat{f}(P: \xi: \lambda), T\rangle & =\left\langle f, \mathrm{M}_{P, \xi-\bar{\lambda}}(T)\right\rangle \\
& =\left\langle F, \mathrm{M}_{P, \xi,-\bar{\lambda}}^{\mathrm{sph}}(T)\right\rangle \\
& =\int_{\mathrm{X}}\left\langle F(x), E^{\circ}\left(P: \psi_{T}: \bar{\lambda}\right)(x)\right\rangle_{V_{T}} d x .
\end{aligned}
$$

## The spherical Fourier transform

The relation in Lemma 11.9 provides motivation for the following definition of the spherical Fourier transform. We write $E^{\circ}(P: \lambda)$ for the $\operatorname{Hom}\left(\mathcal{A}_{2, P}, V_{\tau}\right)$-valued function on X given by

$$
E^{\circ}(P: \lambda)(x) \psi=E^{\circ}(P: \psi: \lambda)(x)
$$

$\psi \in \mathcal{A}_{2, P}, x \in \mathrm{X}$. Moreover, we define the so-called dual Eisenstein integral to be the $\operatorname{Hom}\left(V_{\tau}, \mathcal{A}_{2, P}\right)$-valued function on X given by

$$
E^{*}(P: \lambda: x):=E(P:-\bar{\lambda}: x)^{*},
$$

for $x \in \mathrm{X}$ and generic $\lambda \in \mathfrak{a}_{P \mathrm{qc}}^{*}$.
Definition 11.10 Let $F \in C_{c}^{\infty}(\mathrm{X}: \tau)$. The spherical Fourier transform $\mathcal{F}_{P} F: i \mathfrak{a}_{P \mathrm{q}}^{*} \rightarrow \mathcal{A}_{2, P}$ is defined by

$$
\begin{equation*}
\mathcal{F}_{P} F(\lambda)=\int_{\mathrm{X}} E^{*}(P: \lambda: x) F(x) d x . \tag{11.9}
\end{equation*}
$$

Example 11.11 (Riemannian case) In the setting of Example 11.3 it follows that $\mathcal{F}_{P} f(\lambda)$ equals $c(-\lambda)^{-1}$ times the usual spherical Fourier transform $\tilde{f}(\lambda)$, i.e.,

$$
\mathcal{F}_{P}(f)(\lambda)=c(-\lambda)^{-1} \tilde{f}(\lambda)=c(-\lambda)^{-1} \int_{G / K} f(x) \varphi_{-\lambda}(x) d x
$$

for $f \in C_{c}^{\infty}(K \backslash G / K)$ and generic $\lambda \in \mathfrak{a}_{\mathfrak{p} \mathrm{F}}^{*}$.
It follows from Definition 11.10 that

$$
\begin{equation*}
\langle\hat{f}(P: \xi: \lambda), T\rangle=\left\langle\mathcal{F}_{P} F(-\lambda), \psi_{T}\right\rangle \tag{11.10}
\end{equation*}
$$

in the notation of Lemma 11.9. The change from $\lambda$ to $-\lambda$ is somewhat awkward, but nevertheless incorporated here to guarantee a traditional form for the asymptotic approximations of the Eisenstein integral as the space variable tends to infinity. Given a finite dimensional real linear space $V$ we shall use the notation $\mathcal{S}(V)$ for the usual space of rapidly decreasing or Schwartz functions $V \rightarrow \mathbb{C}$.

Proposition 11.12 Let $P \in \mathcal{P}_{\sigma}$. The Fourier transform $\mathcal{F}_{P}$ maps $C_{c}^{\infty}(\mathrm{X}$ : $\tau$ ) continuous linearly into the Schwartz space $\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}\right) \otimes \mathcal{A}_{2, P}$.

This result is a consequence of uniformly tempered estimates for the Eisenstein integral combined with partial integration. More comments on the proof are given in the text following Theorem 11.16.

The operator $\mathcal{F}_{P}$ has as its adjoint the so-called wave packet operator.
Definition 11.13 Let $P \in \mathcal{P}_{\sigma}$. The wave packet operator $\mathcal{J}_{P}$ is the operator from $\mathcal{S}\left(i \mathfrak{a}_{P q}^{*}\right) \otimes \mathcal{A}_{2, P}$ to $C^{\infty}(\mathrm{X}: \tau)$, defined by

$$
\mathcal{J}_{P} \varphi(x)=\int_{\mathfrak{i d}_{P \mathrm{q}}^{*}} E^{\circ}(P: \lambda: x) \varphi(\lambda) d \lambda .
$$

Here $d \lambda$ is abbreviated notation for the Lebesgue measure $d \mu_{P}(\lambda)$ on $i \mathfrak{a}_{P \mathrm{q}}^{*}$, normalized as in the beginning of Section 10.

Theorem 10.8 and its normalized version are now equivalent to the following result, which is the major ingredient in the Plancherel theorem for spherical functions.

Theorem 11.14 Let $f \in C_{c}^{\infty}(\mathrm{X}: \tau)$. Then

$$
\begin{equation*}
f=\sum_{P \in \mathbf{P}_{\sigma}}\left[W: W_{P}^{*}\right] \mathcal{J}_{P} \mathcal{F}_{P} f . \tag{11.11}
\end{equation*}
$$

Example 11.15 (Riemannian case) In the setting of Example 11.3, we have that

$$
\mathcal{J}_{P} \psi(x)=\int_{i \mathfrak{a}_{\mathfrak{p}}^{*}} \psi(\lambda) c(\lambda)^{-1} \varphi_{\lambda}(x) d \lambda
$$

If we combine this with Example 11.11 and use the remarks of Example 10.9, we see that (11.11) takes the form of the inversion formula for Riemannian symmetric spaces,

$$
f(x)=\int_{i \mathfrak{a}_{\mathfrak{p}}^{*}} \tilde{f}(\lambda) \varphi_{\lambda}(x) \frac{d \lambda}{|c(\lambda)|^{2}}
$$

There is a natural notion of Schwartz function on X, which generalizes Harish-Chandra's notion of Schwartz function for the group. Let $\tau_{\mathrm{X}}: \mathrm{X} \rightarrow$ $\left[0, \infty\left[\right.\right.$ be defined by $\tau_{\mathrm{X}}(k a h)=\|\log a\|$. Then the $L^{2}$-Schwartz space of X is defined by

$$
\mathcal{C}(\mathrm{X})=\left\{f \in C^{\infty}(\mathrm{X}) \mid\left(1+\tau_{\mathrm{X}}\right)^{n} L_{u} f \in L^{2}(\mathrm{X}) \quad \forall u \in U(\mathfrak{g}), n \in \mathbb{N}\right\}
$$

Here $L_{u}$ denotes the infinitesimal left regular action of $u$. Alternatively, the Schwartz space can be characterized in terms of sup-norms of derivatives, see [6], Sect. 17.

Theorem 11.16 Let $P \in \mathcal{P}_{\sigma}$. Then
(a) The Fourier transform $\mathcal{F}_{P}$ extends to a continuous linear operator from $\mathcal{C}(\mathrm{X}: \tau)$ to $\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}\right) \otimes \mathcal{A}_{2, P}$.
(b) The wave packet operator $\mathcal{J}_{P}$ is a continuous linear operator from $\mathcal{C}(\mathrm{X}: \tau)$ to $\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}\right) \otimes \mathcal{A}_{2, P}$.

The fact that $\mathcal{F}_{P}$ extends continuous linearly to the Schwartz space is a consequence of uniformly tempered estimates for the Eisenstein integral. These will be formulated at a later stage, see Theorem 14.1. That the extension maps into the Euclidean Schwartz space $\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}\right) \otimes \mathcal{A}_{2, P}$ is a consequence of the tempered estimates combined with partial integration, involving an application of Proposition 11.7.

Assertion (b) of the theorem is a consequence of the mentioned tempered estimates and an application of the theory of the constant term of [33]. The proof is due to [15] for $P$ minimal and to [10] for $P$ general.

It can be shown that the operators $\mathcal{F}_{P}$ and $\mathcal{J}_{P}$ extend continuously to operators from $\mathcal{C}(\mathrm{X}: \tau)$ to $\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}\right) \otimes \mathcal{A}_{2, P}$, and backwards, respectively. The natural action of the algebra of invariant differential operators on $C^{\infty}(\mathrm{X}: \tau)$ leaves the subspace $\mathcal{C}(\mathrm{X}: \tau)$ invariant. Moreover, it behaves well with respect to the Fourier and wave packet transforms. For $D \in \mathbb{D}(\mathrm{X})$ we denote by $\underline{\mu}_{P}(D: \cdot)$ the endomorphism of $\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}\right) \otimes \mathcal{A}_{2, P}$ given by $\left[\underline{\mu}_{P}(D:\right.$ - $) \varphi](\lambda)=\underline{\mu}_{P}(D: \lambda) \varphi(\lambda)$, see also (11.8).

Lemma 11.17 Let $P \in \mathcal{P}_{\sigma}$ and $D \in \mathbb{D}(\mathrm{X})$. Then
(a) $\mathcal{F}_{P} \circ D=\underline{\mu}_{P}(D: \cdot) \circ \mathcal{F}_{P}$;
(b) $D \circ \mathcal{J}_{P}=\mathcal{J}_{P} \circ \underline{\mu}_{P}(D: \cdot)$.

Proof. Property (a) follows from Proposition 11.7 combined with Definition 11.10 and the relation $\underline{\mu}_{P}\left(D^{*}:-\lambda\right)^{*}=\underline{\mu}_{P}(D: \lambda)$. For a proof of the latter relation, see [21], Lemma 14.7. Property (b) follows from the mentioned Proposition 11.7 combined with Definition 11.10.

## $C$-functions and Maass-Selberg relations

For the full Plancherel theorem, we need to give a description of the image of $\left(\mathcal{F}_{P}\right)_{P \in \mathbf{P}_{\sigma}}$. This description involves so-called $C$-functions, which occur in the asymptotic behavior of the Eisenstein integral.

If $P, Q \in \mathcal{P}_{\sigma}$ are associated, see Definition 10.7, we define

$$
W\left(\mathfrak{a}_{Q \mathrm{q}} \mid \mathfrak{a}_{P \mathrm{q}}\right)=\left\{\left.s\right|_{\mathfrak{a}_{P \mathrm{q}}} \mid s \in W, s\left(\mathfrak{a}_{P \mathrm{q}}\right) \subset \mathfrak{a}_{Q \mathrm{q}}\right\} .
$$

Theorem 11.18 Let $P, Q \in \mathcal{P}_{\sigma}$ be associated. There exist uniquely determined $\operatorname{Hom}\left(\mathcal{A}_{2, P}, \mathcal{A}_{2, Q}\right)$-valued meromorphic functions $\lambda \mapsto C_{Q \mid P}^{\circ}(s: \lambda)$ on $\mathfrak{a}_{P \mathrm{qc}}^{*}$, for $s \in W\left(\mathfrak{a}_{Q q} \mid \mathfrak{a}_{P \mathrm{q}}\right)$, such that

$$
E^{\circ}(P: \lambda: m a v) \psi \sim \sum_{s \in W\left(\mathfrak{a}_{Q q} \mid \mathfrak{a}_{P q}\right)} a^{s \lambda-\rho_{Q}}\left[C_{Q \mid P}^{\circ}(s: \lambda) \psi\right]_{v}(m),
$$

as a $\rightarrow \infty$ in $A_{Q q}^{+}$, for all $\lambda \in i \mathfrak{a}_{P q}^{*}, v \in{ }^{Q} \mathcal{W}, m \in \mathrm{X}_{Q, v}$ and $\psi \in \mathcal{A}_{2, P}$; here $s \lambda:=\lambda \circ s^{-1}$.

The motivation for the particular normalization in the definition of $j^{\circ}$, see Definition 10.17, is ultimately given by the following result.

Proposition $11.19 C_{P \mid P}^{\circ}(1: \lambda)=I$.

The $C$-functions allow us to formulate the so-called functional equations for the Eisenstein integral.

Theorem 11.20 Let $P, Q \in \mathcal{P}_{\sigma}$ be associated. Then, for all $s \in W\left(\mathfrak{a}_{Q q} \mid \mathfrak{a}_{P q}\right)$,

$$
\begin{equation*}
E^{\circ}(P: \lambda: x)=E^{\circ}(Q: s \lambda: x) \circ C_{Q \mid P}^{\circ}(s: \lambda), \tag{11.12}
\end{equation*}
$$

for every $x \in \mathrm{X}$, as a meromorphic identity in the variable $\lambda \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$.
This result generalizes Harish-Chandra's functional equations for the case of the group, see [55]. For symmetric spaces, and $P, Q$ minimal, the result is due to [6]. The general result is due to [35]. Later, in [21] a different proof has been given, based on the principle of induction of relations developed in [20]. It involves the idea that the functions in both sides of (11.12) are essentially eigenfunctions depending meromorphically on the parameter $\lambda \in \mathfrak{a}_{P q \mathrm{c}}^{*}$. Moreover, they satisfy conditions that allow to conclude their equality from the equality of the coefficient of $a^{s \lambda-\rho_{Q}}$ in the expansion along $A_{Q \mathrm{q}}^{+} v$, for each $v \in{ }^{Q} \mathcal{W}$. The latter equalities amount to

$$
C_{Q \mid P}^{\circ}(s: \lambda)=C_{Q \mid Q}^{\circ}(1: s \lambda) C_{Q \mid P}^{\circ}(s: \lambda),
$$

which is valid in view of Proposition 11.19.
The functional equations for the Eisenstein integral imply transformation formulas for the normalized $C$-functions

Proposition 11.21 Let $P, Q, R \in \mathcal{P}_{\sigma}$ be associated, and let $s \in W\left(\mathfrak{a}_{Q \mathrm{q}} \mid \mathfrak{a}_{P \mathrm{q}}\right)$ and $t \in W\left(\mathfrak{a}_{R \mathrm{q}} \mid \mathfrak{a}_{Q \mathrm{q}}\right)$. Then

$$
\begin{equation*}
C_{R \mid P}^{\circ}(t s: \lambda)=C_{R \mid Q}^{\circ}(t: s \lambda) C_{Q \mid P}^{\circ}(s: \lambda), \tag{11.13}
\end{equation*}
$$

as a $\operatorname{Hom}\left(\mathcal{A}_{2, P}, \mathcal{A}_{2, R}\right)$-valued identity of meromorphic functions in the variable $\lambda \in \mathfrak{a}_{P q \mathrm{c}}^{*}$.

Proof. This follows from (11.12) by comparing the coefficients of $a^{t s \lambda-\rho_{R}}$ in the asymptotic expansions along $A_{R q}^{+} v$, for $v \in{ }^{R} \mathcal{W}$.

The proof of the regularity theorem, Theorem 11.8, is based on an asymptotic analysis together with the following important fact.

Theorem 11.22 (The Maass-Selberg relations) Let $P, Q \in \mathcal{P}_{\sigma}$ be associated and let $s \in W\left(\mathfrak{a}_{Q \mathfrak{q}} \mid \mathfrak{a}_{P q}\right)$. Then

$$
C_{Q \mid P}^{\circ}(s:-\bar{\lambda})^{*} C_{Q \mid P}^{\circ}(s: \lambda)=I
$$

In particular, if $\lambda \in i \mathfrak{a}_{P q}^{*}$, then $C_{Q \mid P}^{\circ}(s: \lambda)$ is unitary.

In the case of the group, the above result is due to Harish-Chandra, [58]. He introduced the name Maass-Selberg relations to emphasize remarkable analogies with the theory of automorphic forms.

For symmetric spaces and $P$ minimal, Theorem 11.22 (Maass-Selberg) is due to E.P. van den Ban, [6]. For general $P$ it is due to J. Carmona and P. Delorme, [35]. The latter paper depends in an essential way on Delorme's paper [39].

Later, in [21], Van den Ban and Schlichtkrull managed to obtain the Maass-Selberg relations for general $\sigma$-parabolic subgroups from those for the minimal ones. We will give more details at a later stage, see Theorem 14.2 .

Example 11.23 (Riemannian case) In the setting of a Riemannian symmetric space with $P$ minimal, see Example 11.3, we see that $C_{P \mid P}^{\circ}(s: \lambda)=$ $c(\lambda)^{-1} c(s \lambda)$. Thus, in this case the Maass-Selberg relations with $Q=P$ and $s \in W$ amount to $|c(\lambda)|^{2}=|c(s \lambda)|^{2}$ for $\lambda \in i \mathfrak{a}_{\mathfrak{p}}^{*}$ (imaginary).

## The Plancherel theorem for spherical functions

The functional equations for the Eisenstein integral, together with the MaassSelberg relations, imply transformation formulas for the associated Fourier transforms.

Proposition 11.24 Let $P, Q \in \mathcal{P}_{\sigma}$ be associated. Then, for every $f \in$ $\mathcal{C}(\mathrm{X}: \tau)$ and each $s \in W\left(\mathfrak{a}_{Q \mathrm{q}} \mid \mathfrak{a}_{P \mathrm{q}}\right)$,

$$
\begin{equation*}
\mathcal{F}_{Q} f(s \lambda)=C_{Q \mid P}^{\circ}(s: \lambda) \mathcal{F}_{P} f(\lambda), \quad\left(\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{*}\right) . \tag{11.14}
\end{equation*}
$$

Proof. Taking adjoints in both sides of (11.12), with $-\bar{s}^{-1} \lambda$ in place of $\lambda$, and using the Maass-Selberg relations (Theorem 11.22), we obtain the following functional equation for the dual Eisenstein integral

$$
\begin{equation*}
C_{Q \mid P}^{\circ}(s: \lambda) \circ E^{*}(P: \lambda: x)=E^{\circ}(Q: s \lambda: x) \tag{11.15}
\end{equation*}
$$

The transformation formula for the Fourier transforms is an immediate consequence.

Proposition 11.25 Let $P, Q \in \mathcal{P}_{\sigma}$ be associated. Then $\mathcal{J}_{P} \circ \mathcal{F}_{P}=\mathcal{J}_{Q} \circ \mathcal{F}_{Q}$ on $\mathcal{C}(\mathrm{X}: \tau)$.

Proof. Let $f \in \mathcal{C}(\mathrm{X}: \tau)$. From (11.14) it follows that, for $x \in \mathrm{X}$,

$$
\begin{aligned}
\mathcal{J}_{Q} \mathcal{F}_{Q} f(x) & =\int_{i \mathfrak{a}_{P q}^{*}} E^{\circ}(Q: s \lambda: x) \mathcal{F}_{Q} f(s \lambda) d \lambda \\
& =\int_{i \mathfrak{a}_{P q}^{*}} E^{\circ}(Q: s \lambda: x) C_{Q \mid P}^{\circ}(s: \lambda) \mathcal{F}_{P} f(\lambda) d \lambda \\
& \left.=\int_{i \mathfrak{a}_{P q}^{*}} E^{\circ}(P: \lambda: x)\right) \mathcal{F}_{P} f(\lambda) d \lambda \\
& =\mathcal{J}_{P} \mathcal{F}_{P} f(x) .
\end{aligned}
$$

The one but last equality follows from Theorem 11.20.
The above result implies that the summation in Theorem 11.14 essentially ranges over equivalence classes of associated parabolic subgroups.

Motivated by the transformation formula (11.14) with $P=Q$, we define

$$
\begin{equation*}
\left[\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}\right) \otimes \mathcal{A}_{2, P}\right]^{W\left(\mathfrak{a}_{P \mathrm{q}}\right)} \tag{11.16}
\end{equation*}
$$

to be the subspace of $\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}\right) \otimes \mathcal{A}_{2, P}$ consisting of the functions $\varphi$ satisfying

$$
\varphi(s \lambda)=C_{P \mid P}^{\circ}(s: \lambda) \varphi(\lambda),
$$

for all $\lambda \in i \mathfrak{a}_{P \mathrm{q}}^{*}, s \in W\left(\mathfrak{a}_{P \mathrm{q}}\right)$. It follows that $\mathcal{F}_{P}$ maps $\mathcal{C}(\mathrm{X}: \tau)$ into the space (11.16) introduced above.

Proposition 10.14 and its normalized version are consequences of the following Plancherel theorem for spherical Schwartz functions.

Theorem 11.26 (The Plancherel formula for spherical functions) The map $\mathcal{F}:=\oplus_{P \in \mathbf{P}_{\sigma}} \mathcal{F}_{P}$ is a topological linear isomorphism

$$
\mathcal{C}(\mathrm{X}: \tau) \xrightarrow{\simeq} \oplus_{P \in \mathbf{P}_{\sigma}}\left(\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}\right) \otimes \mathcal{A}_{2, P}\right)^{W\left(\mathfrak{a}_{P \mathrm{q}}\right)} .
$$

Its inverse is given by

$$
\mathcal{J}:=\oplus_{P \in \mathbf{P}_{\sigma}}\left[W: W_{P}^{*}\right] \mathcal{J}_{P} .
$$

Moreover, for every $f \in C(\mathrm{X}: \tau)$,

$$
\|f\|_{L^{2}(\mathrm{X}: \tau)}^{2}=\sum_{P \in \mathbf{P}_{\sigma}}\left[W: W_{P}^{*}\right]\left\|\mathcal{F}_{P} f\right\|_{L^{2}}^{2} .
$$

The set $\mathbf{P}_{\sigma}$ contains precisely one minimal $\sigma$-parabolic subgroup of $\mathcal{P}_{\sigma}$, since all such are associated. Let us denote it by $P_{0}$, and its Langlands decomposition by

$$
P_{0}=M A N_{0} .
$$

We denote by $\mathcal{C}_{\mathrm{mc}}(\mathrm{X}: \tau)$ the image of $\mathcal{J}_{P_{0}}$ and call it the most continuous part of the Schwartz space. The following results were proved in my earlier work with H. Schlichtkrull on the most continuous part of the Plancherel theorem, [16].

Theorem 11.27 There exists a differential operator $D_{\tau} \in \mathbb{D}(\mathrm{X})$, depending on $\tau=\tau_{\delta}$, such that
(a) $D_{\tau}$ is injective on $C_{c}^{\infty}(\mathrm{X}: \tau)$,
(b) $D_{\tau} \circ \mathcal{J}_{P_{0}} \circ \mathcal{F}_{P_{0}}=D_{\tau}$ on $\mathcal{C}(\mathrm{X}: \tau)$.

It follow from the above result combined with the spherical Plancherel theorem that

$$
D_{\tau} \circ \mathcal{J}_{P}=0 \quad \text { for all } \quad P \in \mathbf{P}_{\sigma} \backslash\left\{P_{0}\right\}
$$

hence also for all non-minimal $\sigma$-parabolic subgroups $P \in \mathcal{P}_{\sigma}$. In particular, it follows that $\mathcal{C}_{\mathrm{mc}}(\mathrm{X}: \tau)$ equals the orthocomplement of the kernel of $D_{\tau}$ in $\mathcal{C}(\mathrm{X}: \tau)$.

In the final sections of our exposition, we shall give a sketch of the proof of Theorem 11.27, and derive the full Plancherel theorem from it by application of a residue calculus.

## 12 The most continuous part

## Expansions for Eisenstein integrals

In this section we shall give a sketch of the proof of Theorem 11.27, which serves as the starting point for our further derivations.

Let $A_{\mathrm{q}}^{+}$be the positive Weyl chamber associated with the choice of $P_{0}$; i.e., $A_{\mathrm{q}}^{+}=A_{P_{\mathrm{oq}}}^{+}$. In the notation of (6.3), the associated choice of positive roots is given by

$$
\Sigma^{+}:=\Sigma\left(P_{0}\right) .
$$

In the following we shall briefly write $E^{\circ}(\lambda: x)$ for the normalized Eisenstein integral $E^{\circ}\left(P_{0}: \lambda: x\right)$. The theory of this Eisenstein integral, connected with the minimal principal series for $(G, H)$, is developed in [5], [6] and [15],
along the lines sketched in the previous sections. In P. Delorme's work, partially in collaboration with J. Carmona, the Eisenstein integrals associated with the non-minimal (or generalized) principal series are introduced in a similar manner. In my work together with H. Schlichtkrull, the more general Eisenstein integrals make their appearance in harmonic analysis through a residue calculus in a way we shall explain in the sequel. It is only at the end of the analysis that they are identified as matrix coefficients of the generalized principal series.

Let us return to the Eisenstein integral $E^{\circ}(\lambda: x)$ associated with the minimal $\sigma$-parabolic subgroup $P_{0}$. Put $\underline{\mu}=\underline{\mu}_{P_{0}}$. In view of Proposition 11.7, the action of the invariant differential operators on the Eisenstein integral is described by

$$
\begin{equation*}
D E^{\circ}(\lambda: \cdot)=E^{\circ}(\lambda: \cdot) \circ \underline{\mu}(D: \lambda) ; \quad(D \in \mathbb{D}(\mathrm{X})), \tag{12.1}
\end{equation*}
$$

as a meromorphic identity in the variable $\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}$. From this combined with the fact that it is a $(1 \otimes \tau)$-spherical on X it follows that the Eisenstein integral $E^{\circ}(\lambda: x)$ has a particular asymptotic behavior as $x$ tends to infinity in X . The structure of directions to infinity in X is best understood in terms of the decomposition (3.10) in Corollary 3.7. Let $A_{\mathrm{q}}^{+}$and $\mathcal{W}$ be as in the mentioned corollary. Then the differential equations (12.1) give rise to socalled radial differential equations on $v^{-1} A_{\mathrm{q}}^{+} v$, for every $v \in \mathcal{W}$. These radial equations form a cofinite system. Moreover, let $\Lambda$ be a basis of $\mathfrak{a}_{\mathrm{q}}^{*}$ containing the set $\Delta$ of simple roots in $\Sigma^{+}$, then the functions $a \mapsto a^{-v^{-1} \alpha}$ for $\alpha \in \Lambda$, form a system of coordinates at infinity on $v^{-1} A_{\mathrm{q}}^{+} v$, with respect to which the system of radial differential equations becomes of the regular singular type at zero. As a consequence it follows that the Eisenstein integrals have an asymptotic behavior that can be described in terms of power series in these coordinates. More precisely, let $D$ be the unit disk in $\mathbb{C}$. Then we have the following result from [14], Thm. 11.1. For the case of the group the result is due to Harish-Chandra [52], see also [37] and [4] for the relation of the system (12.1) with the theory of regular singularities. We agree to write $\rho:=\rho_{P_{0}}, \tau:=\tau_{\delta}, \tau_{M}:=\tau_{P_{0}}=\left.\tau\right|_{K \cap M}$ and

$$
{ }^{\circ} \mathcal{C}(\tau):=\mathcal{A}_{2, P_{0}}(\tau)=\oplus_{v \in \mathcal{W}} C^{\infty}\left(M / M \cap v H v^{-1}: \tau_{M}\right)
$$

see (11.7). Note that $M / M \cap v H v^{-1}$ is compact, for $v \in \mathcal{W}$, by minimality of $P_{0}$ in $\mathcal{P}_{\sigma}$.

Theorem 12.1 Let $v \in \mathcal{W}$. There exist meromorphic End $\left({ }^{\circ} \mathcal{C}(\tau)\right)$-valued functions $\lambda \mapsto C^{\circ}(s: \lambda)$ on $\mathfrak{a}_{\mathrm{qC}}^{*}$, for $s \in W$, and a function $\Psi_{v}: \mathfrak{a}_{\mathrm{qC}}^{*} \times D^{\Delta} \rightarrow$

End $\left(V_{\tau}^{M \cap K \cap v H v^{-1}}\right)$, meromorphic in the first and holomorphic in the second variable, with $\Psi_{v}(\lambda, 0)=I$, such that,

$$
E^{\circ}(\lambda: a v) \psi=\sum_{s \in W} a^{s \lambda-\rho} \Psi_{v}\left(s \lambda,\left(a^{-\alpha}\right)\right)\left[C^{\circ}(s: \lambda) \psi\right]_{v}(e),
$$

for every $\psi \in{ }^{\circ} \mathcal{C}(\tau)$, all $a \in A_{\mathrm{q}}^{+}$and generic $\lambda \in \mathfrak{a}_{\mathrm{qc}}^{*}$.
The function $\Psi_{v}(\lambda: \cdot)$ has a power series expansion on $D^{\Delta}$, with coefficients

$$
\Gamma_{\mu}(v, \lambda) \in \operatorname{End}\left(V_{\tau}^{M \cap K \cap v H v^{-1}}\right),
$$

for $\mu \in \mathbb{N} \Delta$, which depend meromorphically on $\lambda$; moreover, the constant term is given by $\Gamma_{0}(v, \lambda)=I$. Accordingly, the Eisenstein integral $E^{\circ}(\lambda: a v)$ has the following series expansion which describes it asymptotic behavior as $a$ tends to infinity in the chamber $A_{\mathrm{q}}^{+}$,

$$
E^{\circ}(\lambda: a v) \psi=\sum_{s \in W} \sum_{\mu \in \mathbb{N} \Delta} a^{s \lambda-\rho-\mu} \Gamma_{\mu}(v, \lambda)\left[C^{\circ}(s: \lambda) \psi\right]_{v}(e) .
$$

Observe that the $C$-functions defined here, were denoted by $C_{P_{0} \mid P_{0}}^{\circ}(s: \lambda)$ earlier, see Theorem 11.18. In particular,

$$
\begin{equation*}
C^{\circ}(1: \lambda)=I, \tag{12.2}
\end{equation*}
$$

and we have the Maass-Selberg relations, for $s \in W$,

$$
\begin{equation*}
C^{\circ}(s:-\bar{\lambda})^{*} C^{\circ}(s: \lambda)=I \tag{12.3}
\end{equation*}
$$

In the present setting of a minimal $\sigma$-parabolic subgroup, the Maass-Selberg relations are due to [6]. The proof given in [6] depends on a careful study, [5], [8], of the action of the standard intertwining operators, introduced in (10.2), on the $H$-fixed generalized vectors of the minimal principal series, introduced in Section 8. See the remarks following Theorem 11.22 for further comments on the history.

## Proof of Theorem 11.27

The proof of Theorem 11.27, which amounts to the most continuous part of the Plancherel decomposition, is given in [16]. We sketch some of the main ideas occurring in that proof.

First of all, we agree to use the notation

$$
\Phi_{v}(\lambda, a)=a^{\lambda-\rho} \Psi_{v}\left(\lambda,\left(a^{-\alpha}\right)\right) .
$$

Let $f \in C_{c}^{\infty}(\mathrm{X}: \tau)$. Writing $\mathcal{F}:=\mathcal{F}_{P_{0}}$ and $\mathcal{J}:=\mathcal{J}_{P_{0}}$ and ignoring singularities in the variable $\lambda$ as well as convergence of integrals for the moment, we see that

$$
\begin{align*}
\mathcal{J F} f(a v) & =\int_{i \mathfrak{a}_{\mathrm{q}}^{*}} \sum_{s \in W} \Phi_{v}(s \lambda, a)\left[C^{\circ}(s: \lambda) \mathcal{F} f(\lambda)\right]_{v}(e) d \lambda  \tag{12.4}\\
& =\sum_{s \in W} \int_{i \mathfrak{a}_{\mathrm{q}}^{*}} \Phi_{v}(s \lambda, a)\left[C^{\circ}(s: \lambda) \mathcal{F} f(\lambda)\right]_{v}(e) d \lambda  \tag{12.5}\\
& =\sum_{s \in W} \int_{i \mathrm{a}_{\mathrm{q}}^{*}} \Phi_{v}(s \lambda, a)[\mathcal{F} f(s \lambda)]_{v}(e) d \lambda  \tag{12.6}\\
& =|W| \int_{i \mathrm{a}_{\mathrm{q}}^{*}} \Phi_{v}(\lambda, a)[\mathcal{F} f(\lambda)]_{v}(e) d \lambda  \tag{12.7}\\
& =|W| \int_{i \mathrm{a}_{\mathrm{q}}^{*}+\eta} \Phi_{v}(\lambda, a)[\mathcal{F} f(\lambda)]_{v}(e) d \lambda \quad \text { + residual integrals }
\end{align*}
$$

for a generic $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}$ that is anti-dominant, i.e., $\langle\eta, \alpha\rangle<0$ for all $\alpha \in \Delta$. There are two major problems with this procedure. The first is that the integrands may have singularities as a function of $\lambda$. The second is that the integrands need to be estimated in order to justify the passage from (12.4) to (12.5) and to apply Cauchy's theorem to the integral in (12.7). Both of these problems are dealt with in [6]. Both factors of the integrand in (12.7) are shown to have singularities along a locally finite union of hyperplanes of the form $\langle\lambda, \alpha\rangle=c,(c \in \mathbb{R})$, for $\alpha \in \Sigma$, of order independent of $f$ and $a$. Moreover, none of these hyperplanes meets $\eta+i \mathfrak{a}_{\mathrm{q}}^{*}$, if $\eta$ is sufficiently far out in the anti-dominant direction. The required estimates can be described as follows. Let $\omega \subset \mathfrak{a}_{\mathrm{q}}^{*}$ be a bounded subset, then there exists a polynomial function $q=q_{\omega}: \mathfrak{a}_{\mathrm{qC}}^{*} \rightarrow \mathbb{C}$, which is a product of factors of the form $\langle\cdot, \alpha\rangle-c$, with $\alpha \in \Sigma$ and $c \in \mathbb{R}$, such that for some $N \in \mathbb{N}$,

$$
\left\|q(\lambda) \Phi_{v}(\lambda, a)\right\|=\mathcal{O}\left((1+|\lambda|)^{N}\right),
$$

locally uniformly in $a \in A_{\mathrm{q}}^{+}$, for $\lambda$ in the strip $\omega+i \mathfrak{a}_{\mathrm{qC}}^{*}$, and such that, for every $n \in \mathbb{N}$,

$$
\|q(\lambda) \mathcal{F} f(\lambda)\|=\mathcal{O}\left((1+|\lambda|)^{-n}\right)
$$

for $\lambda$ in the same strip.
If $D \in \mathbb{D}(\mathrm{X})$, then $\mathcal{F}(D f)(\lambda)=\underline{\mu}(D: \lambda) \mathcal{F} f(\lambda)$, by Lemma 11.17. In [16] it is shown that there exists an operator $D_{\tau} \in \mathbb{D}(\mathrm{X})$ depending on $\tau$, such that the zeros of $\underline{\mu}\left(D_{\tau}: \cdot\right)$ annihilate all singularities of the integrands
in (12.4)-(12.7), and such that

$$
\begin{equation*}
\operatorname{det} \underline{\mu}\left(D_{\tau}: \cdot\right) \neq 0 . \tag{12.8}
\end{equation*}
$$

It follows that all equalities in the array are valid with $D_{\tau} f$ instead of $f$, for any $f \in C_{c}^{\infty}(\mathrm{X}: \tau)$ and all $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}$ anti-dominant; moreover, the residual integrals vanish. This leads to the equalities

$$
\begin{equation*}
\mathcal{J F} D_{\tau} f(a v)=\int_{\eta+i \mathbf{a}_{q}^{*}} \Phi_{v}(\lambda, a)\left[\underline{\mu}\left(D_{\tau}: \lambda\right) \mathcal{F} f(\lambda)\right]_{v}(e) d \lambda, \tag{12.9}
\end{equation*}
$$

for each $v \in \mathcal{W}$ and all $a \in A_{\mathrm{q}}^{+}$. In the Riemannian case, where $H=K$, $\mathcal{W}=\{1\}$ and $\tau=1$, one can show that $D_{\tau}=1$ fulfills the requirements. Moreover, the procedure just described corresponds to the shift procedure applied by S. Helgason [60].

Proposition 12.2 The operator $\mathcal{J F} D_{\tau}$ is a support preserving continuous linear endomorphism of $C_{c}^{\infty}(\mathrm{X}: \tau)$.

Sketch of proof. From estimates for the Eisenstein integral it can be shown that there exists a polynomial function $q: \mathfrak{a}_{\mathrm{qC}}^{*} \rightarrow \mathbb{C}$, which is a product of factors of the form $\langle\cdot, \alpha\rangle-c$, with $\alpha \in \Sigma$ and $c \in \mathbb{R}$, such that

$$
\|q(\lambda) \mathcal{F} f(\lambda)\|=\mathcal{O}\left((1+\|\lambda\|)^{-n} e^{\langle\operatorname{Re} \lambda, \mu\rangle}\right)
$$

in the region of points $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$ with $\langle\operatorname{Re} \lambda, \alpha\rangle \leq 0$ for all $\alpha \in \Sigma^{+}$. Here $\mu$ is any dominant element of $\mathfrak{a}_{\mathrm{q}}^{*}$ with the property that $\mu \leq 1$ on $\mathcal{A}$, for $\mathcal{A} \subset \mathfrak{a}_{\mathrm{q}}^{+}$any subset with $\mathcal{A} v \supset A_{\mathrm{q}}^{+} v \cap \operatorname{supp} f$. The functions $\Phi_{v}$ have series expansions with estimates similar to those obtained by R. Gangolli [47] for the Riemannian case, see [14] for details. One can now apply a Paley-Wiener shift argument with $\eta=-t \mu, t \rightarrow \infty$, to conclude that the smooth function $\mathcal{J} \mathcal{F} D_{\tau} f$ has a support $S$ satisfying $\mu \leq 1$ on $\log \left[\left(S \cap A_{\mathrm{q}}^{+} v\right) v^{-1}\right]$. Collecting these observations for $v \in \mathcal{W}$, we conclude: if $X_{0} \in \mathfrak{a}_{\mathrm{q}}^{+}$and $f \in C_{c}^{\infty}(\mathrm{X}: \tau)$ is a function with support contained in $K \exp \left(\operatorname{conv} W X_{0}\right) H$, then $\mathcal{J F} D_{\tau} f$ is a smooth function with support contained in the same set. Here conv $\left(W X_{0}\right)$ denotes the convex hull of the Weyl group orbit $W X_{0}$ in $\mathfrak{a}_{\mathrm{q}}$.

The operator $D_{\tau}$ can be chosen formally symmetric, so that $\mathcal{J F} D_{\tau}$ is symmetric with respect to the $L^{2}$-type inner product on $C_{c}^{\infty}(\mathrm{X}: \tau)$, see also the text following Proposition 11.12. In combination with this symmetry, the support properties just mentioned imply that $\mathcal{J F} D_{\tau}$ is support preserving.

We can now finish our sketch of the proof of Theorem 11.27. It follows from the above proposition, combined with the commutativity of the algebra $\mathbb{D}(\mathrm{X})$ and Lemma 11.17 , that $\mathcal{T}:=\mathcal{J} \mathcal{F} D_{\tau}$ is a support preserving endomorphism commuting with the algebra $\mathbb{D}(\mathrm{X})$. The property of support preservation implies that the operator $\mathcal{T}$ is related to a differential operator. More precisely, we define the operator

$$
T^{\uparrow}: C_{c}^{\infty}\left(A_{\mathrm{q}}^{+}, V_{\tau}^{M \cap K \cap H}\right) \rightarrow C_{c}^{\infty}(\mathrm{X}: \tau)
$$

by $T^{\uparrow} f(k a)=\tau(k) f(a)$, for $k \in K$ and $a \in A_{\mathrm{q}}^{+}$, and by $T^{\uparrow} f=0$ outside $K A_{\mathrm{q}}^{+}$. In the converse direction, we define the operator

$$
T^{\downarrow}: C^{\infty}(\mathrm{X}: \tau) \rightarrow C^{\infty}\left(A_{\mathrm{q}}^{+}, V_{\tau}^{M \cap K \cap H}\right)
$$

by restriction. Then $\mathcal{T}^{\text {rad }}:=T^{\downarrow} \circ \mathcal{T} \circ T^{\uparrow}$ is a support preserving continuous linear endomorphism of $C_{c}^{\infty}\left(A_{\mathrm{q}}^{+}, V_{\tau}^{M \cap K \cap H}\right)$, hence a linear partial differential operator with coefficients in $C^{\infty}\left(A_{\mathrm{q}}^{+}\right) \otimes \operatorname{End}\left(V_{\tau}^{M \cap K \cap H}\right)$. We observe that for $D \in \mathbb{D}(\mathrm{X})$,

$$
T^{\downarrow} \circ D \circ T^{\uparrow}=D^{\mathrm{rad}}
$$

the radial part of $D$ along $A_{\mathrm{q}}^{+}$. Thus, the fact that $\mathcal{T}$ commutes with $\mathbb{D}(\mathrm{X})$ implies that

$$
\begin{equation*}
\left[\mathcal{T}^{\mathrm{rad}}, D^{\mathrm{rad}}\right]=0, \quad(D \in \mathbb{D}(\mathrm{X})) \tag{12.10}
\end{equation*}
$$

These commutation relations form a cofinite system of differential equations for the coefficients of the differential operator $\mathcal{T}^{\text {rad }}$, with regular singularities at infinity. Moreover, the associated system of indicial equations has only the trivial exponent as solution, so that $\mathcal{T}^{\text {rad }}$ is completely determined by its top order asymptotic behavior at infinity. Let $\langle\cdot, \cdot\rangle_{J}$ denote the $L^{2}$ inner product on $C_{c}^{\infty}\left(A_{\mathrm{q}}^{+}, V_{\tau}^{M \cap K \cap H}\right)$ associated with the measure $J d a$ on $A_{\mathrm{q}}^{+}$. Then it follows from Theorem 3.9 that

$$
\begin{equation*}
\langle f, g\rangle_{J}=\left\langle T^{\uparrow} f, T^{\uparrow} g\right\rangle_{L^{2}(\mathrm{X}: \tau)} \tag{12.11}
\end{equation*}
$$

Using the asymptotic behavior of the Eisenstein integral, as described in Theorem 12.1, combined with the Maass-Selberg relations (12.3), it can be shown that

$$
\left\langle\mathcal{T}^{\mathrm{rad}} f_{n}, g_{n}\right\rangle_{J} \sim\left\langle D_{\tau}^{\mathrm{rad}} f_{n}, g_{n}\right\rangle_{J}, \quad(n \rightarrow \infty)
$$

for $f_{n}, g_{n}$ sequences of functions in $C_{c}^{\infty}\left(A_{\mathrm{q}}^{+}, V_{\tau}^{M \cap K \cap H}\right)$ with the property that $T^{\uparrow} f_{n}$ and $T^{\uparrow} g_{n}$ have $L^{2}$-norm 1 and that the compact sets supp $f_{n}$ and
supp $g_{n}$ tend to infinity in $A_{\mathrm{q}}^{+}$, for $n \rightarrow \infty$. From this it can be deduced that $\mathcal{T}^{\mathrm{rad}}$ has the same top order behavior as $D_{\tau}^{\mathrm{rad}}$. The latter operator satisfies the same commutation relations (12.10) as the operator $\mathcal{T}^{\text {rad }}$. Therefore,

$$
\mathcal{T}^{\mathrm{rad}}=D_{\tau}^{\mathrm{rad}}
$$

Applying a similar argument involving chambers of the form $v^{-1} A_{\mathrm{q}}^{+} v$, for $v \in \mathcal{W}$, it follows that $\mathcal{T}=D_{\tau}$ on functions from $C_{c}^{\infty}(\mathrm{X}: \tau)$ supported by a compact subset of $\cup_{v \in \mathcal{W}} K A_{\mathrm{q}}^{+} v H$. Since the latter union is open and dense in X it follows that $\mathcal{T}=D_{\tau}$. This completes the proof of part (b) of Theorem 11.27.

The proof of part (a) is now based on the following result from [13]. Let $\mathfrak{b}$ be a $\theta$-invariant Cartan subspace of $\mathfrak{q}$, containing $\mathfrak{a}_{\mathbf{q}}$. Let $\Sigma(\mathfrak{b})$ be the root system of $\mathfrak{b}$ in $\mathfrak{g}_{\mathrm{c}}$, and let $\Sigma^{+}(\mathfrak{b})$ be a positive system for $\Sigma(\mathfrak{b})$ that is compatible with $\mathfrak{a}_{q}$, i.e., the non-zero restrictions $\left.\alpha\right|_{\mathfrak{a}_{q}}$, for $\Sigma^{+}(\mathfrak{b})$ form a positive system for $\Sigma$. Let $\mathfrak{n}_{\mathfrak{m}}$ be the sum of the root spaces in $\mathfrak{g}_{\mathrm{C}}$ for the roots of $\Sigma^{+}(\mathfrak{b})$ that vanish on $\mathfrak{a}_{\mathrm{q}}$. We define the linear functional $\rho_{\mathfrak{m}} \in \mathfrak{b}_{\mathbb{C}}^{*}$ by

$$
\rho_{\mathfrak{m}}(X)=\frac{1}{2} \operatorname{tr}\left(\left.\operatorname{ad}(X)\right|_{\mathfrak{n}_{\mathfrak{m}}}\right) .
$$

Theorem 12.3 Let $D \in \mathbb{D}(\mathrm{X})$ and let $D^{*}$ denote its formal adjoint. Assume that the polynomial function $\lambda \mapsto \gamma\left(D^{*}: \lambda+\rho_{\mathfrak{m}}\right)$ is non-trivial on $\mathfrak{a}_{\mathrm{q}}^{*}$. Then $D$ is injective on $C_{c}^{\infty}(\mathrm{X}: \tau)$.

The proof of this result, due to [13], is based on an application of Holmgren's uniqueness theorem from the theory of linear partial differential equations with analytic coefficients, see [64], Thm. 5.3.1.

Part (a) of Theorem 11.27 follows because the operator $D_{\tau}$ can be constructed in such a way that it satisfies the condition of Theorem 12.3.

The following is an immediate consequence of Theorem 11.27.
Corollary 12.4 The Fourier transform $\mathcal{F}=\mathcal{F}_{P_{0}}$ is injective on $C_{c}^{\infty}(\mathrm{X}: \tau)$.

## Two problems

In view of Corollary 12.4, it is natural to consider the following two problems.
(a) Find an inversion formula expressing $f \in C_{c}^{\infty}(\mathrm{X})$ in terms of its most-continuous Fourier transform $\mathcal{F} f$. This is the problem of Fourier inversion.
(b) Give a characterization of the image of $C_{c}^{\infty}(\mathrm{X}: \tau)$ under the mostcontinuous Fourier transform $\mathcal{F}$. The solution of this problem would amount to a Paley-Wiener theorem.

The solution to the first of these problems will be presented in the next section. It is an important step towards both the Plancherel and the PaleyWiener theorem. The application to the Paley-Wiener theorem will be discussed elsewhere in this volume, by H. Schlichtkrull.

## 13 Fourier inversion

## Partial Eisenstein integrals

We retain the notation of the previous section. For the formulation of the Fourier inversion theorem it will be convenient to introduce the concept of the so-called partial Eisenstein integral. First, we recall from Corollary 3.7, that the open dense subset $\mathrm{X}_{+}$of X can be written as the disjoint union

$$
\mathrm{X}_{+}=\cup_{v \in \mathcal{W}} K A_{\mathrm{q}}^{+} v H
$$

Since $\mathrm{X}_{+}$is left invariant under $K$, it makes sense to define the space $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ of smooth $\tau$-spherical functions $f: \mathrm{X}_{+} \rightarrow V_{\tau}$, by imposing the rule (11.1) for $x \in \mathrm{X}_{+}$and $k \in K$. Accordingly, via restriction to $\mathrm{X}_{+}$, the space $C^{\infty}(\mathrm{X}: \tau)$ may be viewed as the subspace of functions in $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ that have a smooth extension to all of X.

In the following definition, we transfer the tensor product representation $1 \otimes \tau$ of $K$ in ${ }^{\circ} \mathcal{C}(\tau)^{*} \otimes V_{\tau}$ to a representation of $K$ in $\operatorname{Hom}\left({ }^{\circ} \mathcal{C}(\tau), V_{\tau}\right)$, via the obvious natural isomorphism.

Definition 13.1 Let $s \in W$. The partial Eisenstein integral $E_{+, s}(\lambda: \cdot)$, for generic $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$, is defined to be the $1 \otimes \tau$-spherical function in $C^{\infty}\left(\mathrm{X}_{+}\right) \otimes$ $\operatorname{Hom}\left({ }^{\circ} \mathcal{C}(\tau), V_{\tau}\right)$, given by

$$
E_{+, s}(\lambda: k a v) \psi=\tau(k) \Phi_{v}(\lambda, a)\left[C^{\circ}(s: \lambda) \psi\right]_{v}(e),
$$

for $\psi \in{ }^{\circ} \mathcal{C}(\tau), k \in K, a \in A_{\mathrm{q}}^{+}$and $v \in \mathcal{W}$.
The partial Eisenstein integral is viewed as a function depending meromorphically on the parameter $\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*}$. In addition, we agree to write

$$
E_{+}(\lambda: \cdot):=E_{+, 1}(\lambda: \cdot) .
$$

In view of (12.2), the partial Eisenstein integral $E_{+, s}$ is related to the above one by

$$
\begin{equation*}
E_{+, s}(\lambda: \cdot)=E_{+}(s \lambda: \cdot) C^{\circ}(s: \lambda), \tag{13.1}
\end{equation*}
$$

for each $s \in W$.
With this notation, the equalities (12.9), for $v \in \mathcal{W}$, can be rephrased as the single equality

$$
\begin{equation*}
\mathcal{J F} D_{\tau} f(x)=|W| \int_{\eta+i \mathbf{a}_{\mathrm{q}}^{*}} E_{+}(\lambda: x) \underline{\mu}\left(D_{\tau}, \lambda\right) \mathcal{F} f(\lambda) d \lambda, \tag{13.2}
\end{equation*}
$$

valid for $f \in C_{c}^{\infty}(\mathrm{X}: \tau), x \in \mathrm{X}_{+}$and $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}$ sufficiently anti-dominant. Given $f \in C_{c}^{\infty}(\mathrm{X}: \tau)$, we now agree to write

$$
\begin{equation*}
\mathcal{T}_{\eta} \mathcal{F} f(x):=|W| \int_{\eta+i \mathfrak{a}_{\mathrm{q}}^{*}} E_{+}(\lambda: x) \mathcal{F} f(\lambda) d \lambda, \quad\left(x \in \mathrm{X}_{+}\right) \tag{13.3}
\end{equation*}
$$

for every $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}$ for which the integrand is regular on $\eta+i \mathfrak{a}_{\mathrm{q}}^{*}$. Then $\mathcal{T}_{\eta} \mathcal{F} f$ defines an element of $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ which is independent of $\eta$, as long as $\eta+i \mathfrak{a}_{\mathrm{q}}^{*}$ varies in a connected open subset of $\mathfrak{a}_{\mathrm{qc}}^{*}$ on which the integrand is regular, in view of Cauchy's theorem.

The Fourier inversion theorem asserts that the formula (13.2) is actually valid with $D_{\tau}$ replaced by 1 . For $R \in \mathbb{R}$ we define

$$
\mathfrak{a}_{\mathrm{q}}^{*}\left(P_{0}, R\right)=\left\{\lambda \in \mathfrak{a}_{\mathrm{qC}}^{*} \mid\langle\operatorname{Re} \lambda, \alpha\rangle<R\left(\forall \alpha \in \Sigma^{+}\right)\right\}
$$

Theorem 13.2 (Fourier inversion) There exists a constant $R \in \mathbb{R}$ such that both functions $\lambda \mapsto E_{+}(\lambda: \cdot)$ and $\lambda \mapsto E^{*}(\lambda: \cdot)$ are holomorphic in the open set $\mathfrak{a}_{\mathrm{q}}^{*}\left(P_{0}, R\right)$. If $f \in C_{c}^{\infty}(\mathrm{X}: \tau)$, then, for every $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}\left(P_{0}, R\right)$,

$$
\begin{equation*}
f=\mathcal{T}_{\eta} \mathcal{F} f \quad \text { on } \quad \mathrm{X}_{+} . \tag{13.4}
\end{equation*}
$$

Since $\mathfrak{a}_{\mathrm{q}}^{*}\left(P_{0}, R\right)$ is convex, hence connected, $\mathcal{T}_{\eta} \mathcal{F} f$ is independent of the particular choice of $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}\left(P_{0}, R\right)$. We will first establish the theorem under the assumption that $\mathcal{T}_{\eta} \mathcal{F} f$ extends smoothly to all of X. Assume this to be true. Then by the Paley-Wiener shift technique discussed in the previous section, it can be shown that $\mathcal{T}_{\eta} \mathcal{F} f$ is compactly supported, hence belongs to $C_{c}^{\infty}(\mathrm{X}: \tau)$. The partial Eisenstein integral is readily seen to satisfy the differential equations (12.1) on $\mathrm{X}_{+}$. It follows from this that

$$
D_{\tau} \mathcal{T}_{\eta} \mathcal{F} f=\mathcal{T}_{\eta}\left(\underline{\mu}\left(D_{\tau}: \cdot\right) \mathcal{F} f\right)=\mathcal{T}_{\eta}\left(\mathcal{F} D_{\tau} f\right)
$$

on $\mathrm{X}_{+}$, hence on X . In view of (13.2) and Theorem 11.27 (b) we now see that $f-\mathcal{T}_{\eta} \mathcal{F} f$ is a function in $C_{c}^{\infty}(\mathrm{X}: \tau)$, annihilated by $D_{\tau}$. Hence, (13.4) follows by application of Theorem 11.27 (a).

Thus, to complete the proof of Theorem 13.2, me must show that $\mathcal{T}_{\eta} \mathcal{F} f$ extends smoothly from $\mathrm{X}_{+}$to all of X . This will be achieved by a shift of integration, where $\eta \rightarrow 0$. The shift will give rise to residual integrals that are to be shifted again according to a certain rule.

We shall describe some ideas of this residue calculus, which is developed in the paper [18]. The notion of residue will be defined in terms of the notion of Laurent functional, which generalizes the idea of taking linear combinations of coefficients in Laurent series in one variable theory.

## Laurent functionals

Let $V$ be a finite-dimensional real linear space and let $X \subset V^{*} \backslash\{0\}$ be a finite subset. For any point $a \in V_{\mathrm{C}}$, we define a polynomial function $\pi_{a}: V_{\mathbb{C}} \rightarrow \mathbb{C}$ by

$$
\pi_{a}:=\prod_{\xi \in X}(\xi-\xi(a)) .
$$

The ring of germs of meromorphic functions at $a$ is denoted by $\mathcal{M}\left(V_{\mathbb{C}}, a\right)$, and the subring of germs of holomorphic functions by $\mathcal{O}_{a}$. In terms of this subring we define the subring

$$
\mathcal{M}\left(V_{\mathbb{C}}, a, X\right):=\cup_{N \in \mathbb{N}} \pi_{a}^{-N} \mathcal{O}_{a} .
$$

We use the notation $\mathrm{ev}_{a}$ for the linear functional on $\mathcal{O}_{a}$ that assigns to any $f \in \mathcal{O}_{a}$ its value $f(a)$ at $a$. We agree to write $S(V)$ for the symmetric algebra of $V_{\mathbb{C}}$, and identify it with the algebra of constant coefficient complex differential operators on $V_{\mathrm{C}}$.

Definition 13.3 An $X$-Laurent functional at $a \in V_{\mathbb{C}}$ is a linear functional $\mathcal{L} \in \mathcal{M}\left(V_{\mathbb{C}}, a, X\right)^{*}$ such that for any $N \in \mathbb{N}$ there exists a $u_{N} \in S(V)$ such that

$$
\begin{equation*}
\mathcal{L}=\operatorname{ev}_{a} \circ u_{N} \circ \pi_{a}^{N} \quad \text { on } \quad \pi_{a}^{-N} \mathcal{O}_{a} . \tag{13.5}
\end{equation*}
$$

The space of all Laurent functionals on $V_{\mathrm{C}}$, relative to $X$, is defined as the algebraic direct sum of linear spaces

$$
\begin{equation*}
\mathcal{M}\left(V_{\mathbb{C}}, X\right)_{\text {laur }}^{*}:=\bigoplus_{a \in V_{\mathbb{C}}} \mathcal{M}\left(V_{\mathbb{C}}, X, a\right)_{\text {laur }}^{*} \tag{13.6}
\end{equation*}
$$

For $\mathcal{L}$ in the space (13.6), the finite set of $a \in V_{\mathrm{C}}$ for which the component $\mathcal{L}_{a}$ is non-zero is called the support of $\mathcal{L}$ and denoted by $\operatorname{supp} \mathcal{L}$.

According to the above definition, any $\mathcal{L} \in \mathcal{M}\left(V_{\mathrm{C}}, X\right)_{\text {laur }}^{*}$, may be decomposed as

$$
\mathcal{L}=\sum_{a \in \operatorname{supp} \mathcal{L}} \mathcal{L}_{a} .
$$

Let $\mathcal{M}\left(V_{\mathbb{C}}, X\right)$ denote the space of meromorphic functions $\varphi$ on $V_{\mathbb{C}}$ with the property that the germ $\varphi_{a}$ at any point $a \in V_{\mathrm{C}}$ belongs to $\mathcal{M}\left(V_{\mathrm{C}}, a, X\right)$. Then we have the natural bilinear map $\mathcal{M}\left(V_{\mathrm{C}}, X\right)_{\text {laur }}^{*} \times \mathcal{M}\left(V_{\mathrm{C}}, X\right) \rightarrow \mathbb{C}$, given by

$$
(\mathcal{L}, \varphi) \mapsto \mathcal{L} \varphi:=\sum_{a \in \operatorname{supp} \mathcal{L}} \mathcal{L}_{a} \varphi_{a} .
$$

This bilinear map naturally induces an embedding of the linear $\mathcal{M}\left(V_{\mathrm{C}}, X\right)_{\text {laur }}^{*}$ onto a linear subspace of the dual space $\mathcal{M}\left(V_{\mathrm{C}}, X\right)^{*}$. For more details concerning these definitions, we refer the reader to [20], Sect. 12.

## A residue calculus for root systems

We consider the non-restricted root system $\Sigma$ of $\mathfrak{a}_{\mathrm{q}}$ in $\mathfrak{g}$. In this subsection we shall describe a residue calculus entirely in terms of the given root system, without reference to the harmonic analysis on X. More details can be found in [18]. At the end of Section 13 we shall discuss the application of the residue calculus to harmonic analysis on the symmetric space.

We equip $\mathfrak{a}_{\mathrm{q}}$ with a $W$-invariant positive definite inner product $\langle\cdot, \cdot\rangle$. It induces a real linear isomorphism $\mathfrak{a}_{\mathrm{q}} \simeq \mathfrak{a}_{\mathrm{q}}^{*}$ via which we shall identify. Accordingly it makes sense to speak of the spaces $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \Sigma\right)$ and $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \Sigma\right)_{\text {laur }}^{*}$. Let $\mathcal{H}$ be a locally finite collection of real $\Sigma$-hyperplanes, i.e., hyperplanes $H \subset \mathfrak{a}_{\mathrm{qC}}^{*}$ given by an equation of the form $\left\langle\alpha_{H}, \cdot\right\rangle=c_{H}$, with $\alpha_{H} \in \Sigma$ and $c_{H} \in \mathbb{R}$. We define $\mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}\right)$ to be the space of meromorphic functions $\varphi$ on $\mathfrak{a}_{\mathrm{qc}}^{*}$ with singular locus contained in $\cup \mathcal{H}$. Moreover, we define $\mathcal{P}\left(\mathfrak{a}_{\mathrm{qC}}^{*}, \mathcal{H}\right)$ to be the subspace of functions $\varphi \in \mathcal{M}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}\right)$ with fast decrease along strips in the imaginary directions. More precisely, this requirement of fast decrease means that for every compact subset $\omega \subset \mathfrak{a}_{\mathrm{q}}^{*}$, there exists a polynomial function $q_{\omega}: \mathfrak{a}_{\mathrm{qC}}^{*} \rightarrow \mathbb{C}$ that is a product of powers of linear factors of the form $\left\langle\alpha_{H}, \cdot\right\rangle-c_{H}$, for $H \in \mathcal{H}$, such that the function $\varphi$ satisfies the estimate

$$
\sup _{\lambda \in \omega+i \mathfrak{a}_{q}^{*}}(1+|\lambda|)^{n}\left|q_{\omega}(\lambda) \varphi(\lambda)\right|<\infty,
$$

for every $n \in \mathbb{N}$.
By a root space in $\mathfrak{a}_{\mathrm{q}}^{*}$ we mean any finite intersection of root hyperplanes of the form $\alpha^{\perp}$, for $\alpha \in \Sigma$. The collection of root spaces is denoted by
$\mathcal{R}=\mathcal{R}_{\Sigma}$. It is understood that $\mathfrak{a}_{\mathrm{q}}^{*} \in \mathcal{R}$. The map $P \mapsto \mathfrak{a}_{P \mathrm{q}}^{*}$ is surjective from $\mathcal{P}_{\sigma}$ onto $\mathcal{R}$. For this map, the fiber $\mathcal{P}_{\sigma}(\mathfrak{b})$ of an element $\mathfrak{b}$ consists of all $P \in \mathcal{P}_{\sigma}$ with $\mathfrak{a}_{P \mathrm{q}}^{*}=\mathfrak{b}$. We agree to equip $\mathfrak{b}$ with the Euclidean Lebesgue measure associated with the dual inner product $\langle\cdot, \cdot\rangle$ of $\mathfrak{a}_{\mathrm{q}}^{*}$. For each $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}$, the image of this measure under the map $\nu \mapsto \eta+i \nu, \mathfrak{b} \mapsto \eta+i \nu$, is denoted by $d \mu_{\mathfrak{6}}$.

If $\mathfrak{b} \in \mathcal{R}$, then $\mathfrak{b}^{\perp}$ is called a Levi subspace. This terminology has the following explanation. If $P \in \mathcal{P}_{\sigma}(\mathfrak{b})$, then $\mathfrak{b}^{\perp}$ equals ${ }^{*} \mathfrak{a}_{P \mathrm{q}}^{*}$, which is the analogue of $\mathfrak{a}_{\mathrm{q}}^{*}$ for the Levi component $M_{P}$ of $P$. We note that

$$
\begin{equation*}
\Sigma_{\mathfrak{b} \perp}:=\Sigma \cap \mathfrak{b}^{\perp} \tag{13.7}
\end{equation*}
$$

is a root system in $\mathfrak{b}^{\perp}$. The map $P \mapsto \Sigma(P)$ maps the collection $\mathcal{P}_{\sigma}^{\min }$ of minimal elements in $\mathcal{P}_{\sigma}$ bijectively onto the collection of positive systems for $\Sigma$. If $P \in \mathcal{P}_{\sigma}^{\min }$ and $\mathfrak{b} \in \mathcal{R}$, then $\Sigma(P) \cap \mathfrak{b}^{\perp}$ is a positive system for (13.7).

If $\mathfrak{b} \in \mathcal{R}$ then $\mathfrak{b}^{\text {reg }}$ is defined to be the intersection of all sets $\mathfrak{b} \backslash \alpha^{\perp}$, for $\alpha \in \Sigma \backslash \Sigma_{\mathfrak{b} \downarrow}$. We observe that $\mathfrak{b}^{\text {reg }}$ is the disjoint union of the chambers $\mathfrak{a}_{P \mathrm{q}}^{*+}$, for $P \in \mathcal{P}_{\sigma}(\mathfrak{b})$.

For $\mathfrak{b} \in \mathcal{R}$ and $\lambda \in \mathfrak{a}_{\mathrm{q}}^{*}$ we denote by $\mathcal{H}_{\lambda+\mathfrak{b}}$ the collection of $\Sigma$-hyperplanes in $\mathfrak{a}_{\mathrm{qC}}^{*}$ containing $\lambda+\mathfrak{b}_{\mathfrak{C}}$. Clearly, $\mathcal{H}_{\lambda+\mathfrak{b}}=\lambda+\mathcal{H}_{\mathfrak{b}}$. Moreover, if $P \in \mathcal{P}_{\sigma}(\mathfrak{b})$, then $\mathcal{H}_{\mathfrak{b}}=\cap\left\{\alpha_{\mathbb{C}}^{\perp} \mid \alpha \in \Sigma_{P}\right\}$.

By a residue weight on $\Sigma$ we mean a function $t: \mathcal{P}_{\sigma} \rightarrow[0,1]$ such that for all $\mathfrak{b} \in \mathcal{R}$,

$$
\begin{equation*}
\sum_{P \in \mathcal{P}_{\sigma}(\mathfrak{b})} t(P)=1 . \tag{13.8}
\end{equation*}
$$

Observe that by Corollary 6.8 and (6.3), the map $P \mapsto \mathfrak{a}_{P \mathrm{q}}^{+}$is a bijection from $\mathcal{P}_{\sigma}$ onto the Coxeter complex $\mathcal{P}(\Sigma)$, so that the residue weight is a notion completely defined in terms of the root system. Accordingly, we shall sometimes view $t$ as a map $\mathcal{P}(\Sigma) \rightarrow[0,1]$ and write $t\left(\mathfrak{a}_{P \mathrm{q}}^{+}\right)$instead of $t(P)$.

We now have the following result, which characterizes residual Laurent operators in terms of a collection of integral shifts governed by a particular choice of residue weight. If $\xi$ is a point and $\mathfrak{b}$ a root space in $\mathfrak{a}_{\mathrm{q}}^{*}$, then by $\xi_{\mathfrak{b} \perp}$ we denote the orthogonal projection of $\xi$ onto $\mathfrak{b}^{\perp}$. The collection of complexified root hyperplanes $\alpha_{\mathbb{C}}^{\perp}$, for $\alpha \in \Sigma$, is denoted by $\mathcal{H}_{\Sigma}(0)$.

Proposition 13.4 Let $t$ be a residue weight on $\Sigma$, let $P \in \mathcal{P}_{\sigma}^{\min }$, and let $\xi \in \mathfrak{a}_{\mathrm{q}}^{*}$. Then there exist unique Laurent functionals

$$
\operatorname{Res}_{\xi+\mathfrak{b}}^{\mathrm{P}, \mathrm{t}} \in \mathcal{M}\left(\mathfrak{b}_{\mathrm{C}}^{\perp}, \xi_{\mathfrak{b}^{\perp}}, \Sigma_{\mathfrak{b}^{\perp} \perp}\right)_{\text {laur }}^{*}
$$

for $\mathfrak{b} \in \mathcal{R}$, such that the following is valid for $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}$ sufficiently $\Sigma(\bar{P})$ dominant. For every $\varphi \in \mathcal{P}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \xi+\mathcal{H}_{\Sigma}(0)\right)$,

$$
\begin{equation*}
\int_{\eta+i \mathfrak{a}_{\mathrm{q}}^{*}} \varphi(\lambda) d \lambda=\sum_{\mathfrak{b} \in \mathcal{R}} \sum_{P \in \mathcal{P}_{\sigma}(\mathfrak{b})} t(P) \int_{\operatorname{pt}\left(\mathfrak{a}_{P \mathrm{q}}^{*+}\right)+i \mathfrak{b}} \operatorname{Res}_{\xi+\mathfrak{b}}^{\mathrm{P}, \mathrm{t}}[\varphi(\cdot+\nu)] \mathrm{d} \mu_{\mathfrak{b}}(\nu), \tag{13.9}
\end{equation*}
$$

where $\mathrm{pt}\left(\mathfrak{a}_{P \mathrm{q}}^{*+}\right)$ denotes an arbitrary choice of point in $\mathfrak{a}_{P \mathrm{q}}^{*+}$, for each $P \in \mathcal{P}_{\sigma}$.
For the proof of this proposition we refer the reader to [18], Thm. 1.13 and Sect. 3. The idea is that the integral on the left-hand side of (13.9) is shifted to a similar integral with $\eta$ close to zero; the latter integral is distributed over the open Weyl chambers according to the residue weights. The shift is along a path that intersects the singular hyperplanes for the integrand one at a time. By applying the classical residue calculus with respect to a one-dimensional variable transversal to an encountered singular hyperplane $\eta+\mathfrak{b}_{\mathbb{C}}$ one obtains a residual integral along a codimension 1 hyperplane of the form $\eta+i \mathfrak{b}$, with $\eta \in \xi+\mathfrak{b}$. Such an integral is shifted in the manner described above, in order to move $\eta$ inside $\xi+\mathfrak{b}$ to a position close to $\xi_{\mathfrak{b}^{\perp}}$. The latter point may be characterized as the central point of $\xi+\mathfrak{b}$, i.e., the point closest to the origin. The shifted integral is distributed over the chambers $\xi_{\mathfrak{b} \perp}+\mathfrak{a}_{P \mathrm{q}}^{+}$, for $P \in \mathcal{P}_{\sigma}(\mathfrak{b})$, with weights determined by the residue weight $t$; this explains condition (13.8). In the process of shifting, residual integrals split off. These are treated in a similar fashion, leading to residual integrals over affine spaces of lower and lower dimension. As a result one ends up with the sum on the right of (13.9). This idea of shifting is present in the work of R.P. Langlands [68] on automorphic forms, see also [71], and in that of J. Arthur [1] on the Paley-Wiener theorem for real reductive groups.

Another key idea needed in the proof of Proposition 13.4 is that the residue operators are uniquely determined by the requirement that the formula be valid on the large indicated space of test functions. This idea goes back to G.J. Heckman and E.M. Opdam, [59]. It is this idea that allows one to develop the residue calculus in terms of the root system only, without reference to the harmonic analysis on X .

If $S$ is a finite subset of a linear space $V$, then by $\Gamma^{-}(S)$ we denote the closed convex cone spanned by 0 and the points of $-S$. In particular, $\Gamma^{-}(\emptyset)=\{0\}$.
Proposition 13.5 Let $t$ be a residue weight on $\Sigma, P \in \mathcal{P}_{\sigma}^{\min }, \xi \in \mathfrak{a}_{\mathrm{qC}}^{*}$ and $\mathfrak{b} \in \mathcal{R}$, and assume that

$$
\begin{equation*}
\operatorname{Res}_{\xi+\mathfrak{b}}^{\mathrm{P}, \mathrm{t}} \neq 0 . \tag{13.10}
\end{equation*}
$$

Then $\xi_{\mathfrak{b} \perp}$ is contained in the closed convex cone $\Gamma^{-}\left(\Sigma(P) \cap \mathfrak{b}^{\perp}\right)$.
Proof. We explain the idea of the proof, referring to [18] for details.
In the proof of Proposition 13.4 it is seen that the non-trivial contributions to the residual operator in (13.10) come from successively taking residues in variables transversal to hyperplanes of the form $\xi+\alpha_{\mathbb{C}}^{\perp}$ that contain $\xi+\mathfrak{b}$. Each step involves a residual integral along $\eta+i \mathfrak{c}$, with $\mathfrak{c} \in \mathcal{R}$ and with $\eta \in \xi+\mathfrak{c}$. Moreover, in such a step $\eta$ crosses a hyperplane of the form $\xi+\left(\mathfrak{c} \cap \alpha^{\perp}\right)$, for $\alpha \in \Sigma(P) \cap \Sigma_{\mathfrak{b}} \perp \Sigma_{\mathfrak{c}^{\perp}}$. At the moment of crossing, $\eta$ comes from the region $\langle\eta-\xi, \alpha\rangle<0$ in $\xi+\mathfrak{c}$. Moreover, the crossing only needs to take place if $\xi_{\mathfrak{c}^{\perp}}$ is not in the same region in $\xi+\mathfrak{c}$, i.e.,

$$
\begin{equation*}
\left\langle\xi_{\mathfrak{c}^{\perp}}-\xi, \alpha\right\rangle \geq 0 . \tag{13.11}
\end{equation*}
$$

The crossing causes a residual integral along $\eta_{0}+i \mathfrak{c}_{0}$ to split off, with $\mathfrak{c}_{0}=$ $\mathfrak{c} \cap \alpha^{\perp}$ and with $\eta_{0} \in \mathfrak{c}_{0}$.

From (13.10) it follows that a crossing as above occurs with $\mathfrak{c}_{0}=\mathfrak{b}$ and with $\operatorname{Res}_{\xi+\mathfrak{c}}^{\mathrm{P}, \mathrm{t}} \neq 0$. Applying induction with respect to codim $\mathfrak{b}$ we may assume that

$$
\begin{equation*}
\xi_{\mathfrak{c}^{\perp}} \in \Gamma^{-}\left(\Sigma(P) \cap \mathfrak{c}^{\perp}\right) \tag{13.12}
\end{equation*}
$$

On the other hand, it is clear that $\xi-\xi_{\mathfrak{c}^{\perp}}$ is perpendicular to the roots from $\Sigma(P) \cap \mathfrak{c}^{\perp}$. The positive system $\Sigma(P) \cap \mathfrak{b}^{\perp}$ for $\Sigma_{\mathfrak{b} \perp}$ has precisely one simple root not perpendicular to $\mathfrak{c}$. If we combine this with the inequality (13.11) for a certain root $\alpha$ from $\Sigma(P) \cap \Sigma_{\mathfrak{b} \perp} \backslash \Sigma_{\mathfrak{c}^{\perp}}$, we see that $\left\langle\xi_{\mathfrak{c}^{\perp}}-\xi, \beta\right\rangle \geq 0$ for all $\beta \in \Sigma(P) \cap \mathfrak{b}^{\perp}$. This implies that $\xi-\xi_{\mathfrak{c}^{\perp}}$ lies in the negative chamber in $\mathfrak{b}^{\perp}$ associated with the positive system $\Sigma(P) \cap \mathfrak{b}^{\perp}$. The chamber in turn is contained in $\Gamma^{-}\left(\Sigma(P) \cap \mathfrak{b}^{\perp}\right)$, so that

$$
\xi_{\mathfrak{b}^{\perp}}-\xi_{\mathfrak{c}^{\perp}} \in \Gamma^{-}\left(\Sigma(P) \cap \mathfrak{b}^{\perp}\right) .
$$

Combining this with (13.12) we deduce that

$$
\xi_{\mathfrak{b} \perp} \in \Gamma^{-}\left(\Sigma(P) \cap \mathfrak{b}^{\perp}\right)+\Gamma^{-}\left(\Sigma(P) \cap \mathfrak{c}^{\perp}\right) \subset \Gamma^{-}\left(\Sigma(P) \cap \mathfrak{b}^{\perp}\right) .
$$

## Transitivity of residues

We shall now describe a result which ensures that the residue operators behave well with respect to parabolic induction. Via the natural isomorphism
$\mathfrak{a}_{\mathrm{q}} \simeq \mathfrak{a}_{\mathrm{q}}^{*}$ we shall view the Coxeter complex $\mathcal{P}=\mathcal{P}(\Sigma)$ as the set of facets in $\mathfrak{a}_{\mathrm{q}}^{*}$. Accordingly, $P \mapsto \mathfrak{a}_{P \mathrm{q}}^{*+}$ defines a bijection from $\mathcal{P}_{\sigma}$ onto $\mathcal{P}$.

Let $\mathfrak{b} \in \mathcal{R}$; then the map $\mathfrak{s} \mapsto \mathfrak{s}+\mathfrak{b}$ is a bijection from the collection $\mathcal{R}\left(\Sigma_{\mathfrak{b} \perp}\right)$ of root spaces in $\mathfrak{b}^{\perp}$ for the root system $\Sigma_{\mathfrak{b} \perp}$ onto the collection

$$
\mathcal{R}_{\supset \mathfrak{b}}:=\{\mathfrak{c} \in \mathcal{R} \mid \mathfrak{c} \supset \mathfrak{b}\} .
$$

If $\mathfrak{c} \in \mathcal{R}_{\supset \mathfrak{b}}$, then the associated root space in $\mathfrak{b}^{\perp}$ is given by ${ }^{*} \mathfrak{c}=\mathfrak{c} \cap \mathfrak{b}^{\perp}$. In particular, it follows from the above considerations that

$$
\mathfrak{c}^{\mathrm{reg}} \subset\left({ }^{*} \mathfrak{c}\right)^{\mathrm{reg}}+\mathfrak{b} \subset \mathfrak{c} .
$$

From this in turn we see that for each open chamber $C$ in $\mathfrak{c}$, there exists a unique open chamber in ${ }^{\star} \mathfrak{c}$, relative to the root system $\Sigma_{\mathfrak{b} \perp}$, such that $C \subset{ }^{*} C+\mathfrak{b}$. Let $\mathcal{P}_{\sigma, \supset \mathfrak{b}}$ denote the collection of facets in $\mathcal{P}$ whose linear span is a root space containing $\mathfrak{b}$. Then $C \mapsto{ }^{*} C$ defines a surjective map from $\mathcal{P}_{\supset \mathfrak{b}}$ onto the Coxeter complex $\mathcal{P}_{\mathfrak{b} \perp}$ of the root system $\left(\mathfrak{b}^{\perp}, \Sigma_{\mathfrak{b} \perp}\right)$.

Keeping the above in mind we see that any residue weight $t$ on $\Sigma$ induces a residue weight ${ }^{*} t$ on $\Sigma_{\mathfrak{b} \perp}$ given by

$$
{ }^{*} t(D)=\sum_{C \in \mathcal{P}_{\supset \mathfrak{r}},{ }^{*} C=D} t(C) .
$$

If $\mathfrak{b} \in \mathcal{R}$, then the group $M_{Q}$ is independent of the particular choice of $Q \in \mathcal{P}_{\sigma}(\mathfrak{b})$; we denote it by $M_{\mathfrak{b}}$. It is invariant under both the involutions $\theta$ and $\sigma$; moreover, the space $\mathfrak{b}^{\perp}$ is the analogue of $\mathfrak{a}_{\mathrm{q}}^{*}$ for $M_{\mathfrak{b}}$. We denote by $\mathcal{P}_{\sigma}\left(M_{\mathfrak{b}}\right)$ the analogue of the set $\mathcal{P}_{\sigma}$ for $M_{\mathfrak{b}}$. The map $Q \mapsto \mathfrak{a}_{Q \mathfrak{q}}$ defines a bijection from $\mathcal{P}_{\sigma}\left(M_{\mathfrak{b}}\right)$ onto $\mathcal{P}_{\mathfrak{b} \perp}$. Let $\mathcal{P}_{\sigma, \supset \mathfrak{b}}$ be the collection of $P \in \mathcal{P}_{\sigma}$ with $\mathfrak{a}_{P \mathfrak{q}}^{*} \supset \mathfrak{b}$. Then the map $P \mapsto \mathfrak{a}_{P \mathrm{q}}^{*}$ is a bijection from $\mathcal{P}_{\sigma, \supset \mathfrak{b}}$ onto $\mathcal{P}_{\supset \mathfrak{b}}$. Via the mentioned bijections, we transfer the map $C \mapsto^{*} C$ described above to a surjection $P \mapsto^{*} P$ from $\mathcal{P}_{\sigma, \supset \mathfrak{b}}$ onto $\mathcal{P}_{\sigma}\left(M_{\mathfrak{b}}\right)$. We note that for all $P \in \mathcal{P}_{\sigma, \supset \mathfrak{b}}$ we have ${ }^{*} P=P \cap M_{\mathfrak{b}}$. If $P$ is a minimal element of $\mathcal{P}_{\sigma}$, then $P \in \mathcal{P}_{\sigma, \supset \mathfrak{b}}$ and ${ }^{*} P$ is a minimal element in $\mathcal{P}_{\sigma}\left(M_{\mathfrak{b}}\right)$. We note that $\Sigma\left({ }^{*} P\right)=\Sigma(P) \cap \mathfrak{b}^{\perp}$.

Lemma 13.6 Let $P \in \mathcal{P}_{\sigma}^{\min }, t$ a residue weight on $\Sigma, \xi \in \mathfrak{a}_{\mathrm{q}}^{*}$ and $\mathfrak{b} \in \mathcal{R}$. Then for every root space $\mathfrak{c}$ containing $\mathfrak{b}$ we have

$$
\operatorname{Res}_{\xi+\mathrm{c}}^{\mathrm{P}, \mathrm{t}}=\operatorname{Res}_{\xi_{\mathfrak{b}} \perp+{ }^{*}{ }^{*} \mathrm{P},{ }^{*}{ }^{\mathrm{t}} .}
$$

This result is a rather straightforward consequence of the characterization of the residual operators in Proposition 13.4. We refer to [18] for details. Taking $\mathfrak{c}=\mathfrak{b}$ we see that each residual operator may be viewed as a point residual operator in a suitable Levi subspace.

## Action by the Weyl group

Another crucial aspect of the residual calculus is that it behaves well under the action of the Weyl group. The Weyl group $W$ acts naturally on the set of root spaces $\mathcal{R}$, on the Coxeter complex $\mathcal{P}$ and on the collection of residue weights $\mathrm{WT}(\Sigma)$. Moreover, if $w \in W$ and $\mathfrak{b} \in \mathcal{R}$, then the map $w: \mathfrak{b}^{\perp} \rightarrow w(\mathfrak{b})^{\perp}$ naturally induces a map

$$
w_{*}: \mathcal{M}\left(\mathfrak{b}_{\mathbb{C}}^{\perp}, \Sigma_{\mathfrak{b}^{\perp}}\right) \rightarrow \mathcal{M}\left(w \mathfrak{b}_{\mathbb{C}}^{\perp}, \Sigma_{w \mathfrak{b}^{\perp}}\right) .
$$

It readily follows from the characterization in Proposition 13.4 that the residual operators transform naturally for the mentioned actions of the Weyl group. Thus, let $P, t, \xi, \mathfrak{b}$ be as in Lemma 13.6, then

$$
\begin{equation*}
w_{*} \operatorname{Res}_{\xi+\mathfrak{b}}^{\mathrm{P}, \mathrm{t}}=\operatorname{Res}_{\mathrm{w} \xi+\mathrm{wb}}^{\mathrm{wP}, \mathrm{wt}} \quad(\mathrm{w} \in \mathrm{~W}) . \tag{13.13}
\end{equation*}
$$

Here we have written $w P$ for the $w$-conjugate of $P$; it is given by $w P=$ $\bar{w} P \bar{w}^{-1}$, with $\bar{w} \in N_{K}\left(\mathfrak{a}_{\mathrm{q}}\right)$ a representative for $w$. In addition to this transformation formula we have the following result.

Lemma 13.7 Let $P \in \mathcal{P}_{\sigma}^{\min }, t$ a residue weight on $\Sigma, \xi \in \mathfrak{a}_{\mathrm{q}}^{*}$ and $\mathfrak{b} \in \mathcal{R}$. Moreover, let $w \in W$ be such that $w\left(\Sigma(P) \cap \mathfrak{b}^{\perp}\right) \subset \Sigma(P)$. Then the operators in (13.13) equal $\operatorname{Res}_{\mathrm{w} \xi+\mathrm{wb}}^{\mathrm{P}, \mathrm{wt}}$.

Proof. The hypothesis implies that $w(\Sigma(P)) \cap(w \mathfrak{b})^{\perp} \subset \Sigma(P) \cap(w \mathfrak{b})^{\perp}$. Since both intersections are positive systems for $\Sigma_{w \mathfrak{b}}{ }^{\perp}$ and are nested, they are equal. Hence, ${ }^{*} P={ }^{*}(w P)$. Now apply Lemma 13.6 with $w \mathfrak{b}$ in place of $\mathfrak{b}$.

We now come to a result which makes the residue calculus introduced above available in many situations. We assume that $\mathcal{H}$ is a locally finite collection of real $\Sigma$-hyperplanes in $\mathfrak{a}_{\mathrm{qc}}^{*}$. We denote by $\mathcal{L}=\mathcal{L}(\mathcal{H})$ the intersection lattice of $\mathcal{H}$, i.e., the collection of all finite intersections of hyperplanes from $\mathcal{H}$, ordered by inclusion. The intersection of the empty collection is understood to be $\mathfrak{a}_{\mathrm{qc}}^{*}$.

The configuration $\mathcal{H}$ is said to be $P$-bounded from below if there exists a constant $R>0$ such that for any hyperplane of the form $\langle\alpha, \lambda\rangle=s$ contained in $\mathcal{H}$ we have $s \geq-R$. If $\mathcal{H}$ is $P$-bounded from below, then there exists a constant $M>0$ such that for every $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}$,

$$
\forall \alpha \in \Sigma(P)\langle\eta, \alpha\rangle<-M \quad \Rightarrow \eta \notin \cup \mathcal{H} .
$$

Theorem 13.8 Let $P \in \mathcal{P}_{\sigma}^{\min }$ and let $\mathcal{H}$ be a locally finite collection of real $\Sigma$-hyperplanes that is $P$-bounded from below. Then the collection $\Pi$ of pairs $(\xi, \mathfrak{b}) \in \mathfrak{a}_{\mathrm{q}}^{*} \times \mathcal{R}$ with $\xi \in \mathfrak{b}^{\perp}, \xi+\mathfrak{b} \in \mathcal{L}(\mathcal{H})$ and $\operatorname{Res}_{\xi+\mathfrak{b}}^{\mathrm{P}, \mathrm{t}} \neq 0$ is contained in a finite set only depending on $P, \mathcal{H}$. Moreover, for every $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}$ sufficiently $\bar{P}$-dominant and each collection of $\varepsilon_{Q} \in \mathfrak{a}_{Q \mathrm{q}}^{*+}$ sufficiently close to 0 for all $Q \in \mathcal{P}_{\sigma}$, the following holds. For every $\varphi \in \mathcal{P}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}\right)$,

$$
\int_{\eta+i \mathfrak{i a}_{\mathrm{q}}^{*}} \varphi(\lambda) d \lambda=\sum_{(\xi, \mathfrak{b}) \in \Pi} \sum_{Q \in \mathcal{P}_{\sigma}(\mathfrak{b})} t(Q) \int_{\varepsilon_{Q}+i \mathfrak{b}} \operatorname{Res}_{\xi+\mathfrak{b}}^{\mathrm{P}, \mathrm{t}} \varphi(\cdot+\nu) \mathrm{d} \mu_{\mathfrak{b}}(\nu) .
$$

For the proof of this result we refer the reader to [18]. The $\varepsilon_{Q}$ are sufficiently small perturbations of 0 inside $\mathfrak{a}_{Q q}^{*+}$; they make sure that each of the integrations is performed over an affine space that is disjoint from $\cup \mathcal{H}$ hence also from the singular locus of the integrand.

In the following we fix $P_{0} \in \mathcal{P}_{\sigma}^{\min }$ and put $\Sigma^{+}:=\Sigma\left(P_{0}\right)$. The associated set of simple roots is denoted by $\Delta$. For each subset $F \subset \Delta$ we denote by $\mathfrak{a}_{F \mathrm{q}}^{*}$ the intersection of the root hyperplanes $\alpha^{\perp}$, for $\alpha \in F$ and by $\mathfrak{a}_{F \mathrm{q}}^{*+}$ the positive chamber determined by the remaining simple roots $\Delta \backslash F$. Then there exists a unique $P_{F} \in \mathcal{P}_{\sigma}$ whose associated positive chamber equals $\mathfrak{a}_{F q}^{+}$. The group $P_{F}$ is called the standard parabolic subgroup determined by $F$. In the rest of this paper we shall adopt the convention to replace an index $P_{F}$ by $F$. In particular, the Langlands decomposition of $P_{F}$ is denoted by $P_{F}=M_{F} A_{F} N_{F}$, and the centralizer of $\mathfrak{a}_{F \mathrm{q}}$ in $W$ is denoted by $W_{F}$.

Let $W^{F}$ denote the set of elements $w \in W$ for which $w(F) \subset \Sigma^{+}$. Then it is well known that $W^{F}$ consists of the cosets representatives of $W / W_{F}$ that are of minimal length. Moreover, the multiplication map $W^{F} \times W_{F} \rightarrow W$ is a bijection.

It follows from the standard theory of root systems that for each $P \in$ $\mathcal{P}_{\sigma} \simeq \mathcal{P}$ there exists a unique $F \subset \Delta$ such that $P$ is $W$-conjugate to $P_{F}$. Moreover, there exists a unique $v \in W^{F}$ such that $P=v P_{F} v^{-1}$.

Lemma 13.9 Let $\mathcal{H}$ be a locally finite collection of real $\Sigma$-hyperplanes that is $P_{0}$-bounded from below. Then for each $F \subset \Delta$ there exists a finite subset $\Lambda_{F}=\Lambda_{F}(\mathcal{H})$ of the closed convex cone $\Gamma^{-}(F)$ spanned by 0 and $-F$, such that the following holds. For every $W$-invariant residue weight $t$ on $\Sigma$ the collection of elements $\xi \in\left(\mathfrak{a}_{F q}^{*}\right)^{\perp}$ with

$$
\operatorname{Res}_{\xi+\mathfrak{a}_{\mathrm{Fq}}^{*}}^{\mathrm{P}, \mathrm{t}} \neq 0 \quad \text { and } \exists \mathrm{w} \in \mathrm{~W}^{\mathrm{F}}: \mathrm{w}\left(\xi+\mathfrak{a}_{\mathrm{Fq}}^{*}\right) \in \mathcal{L}(\mathcal{H})
$$

is contained in $\Lambda_{F}$.

Proof. For $w \in W^{F}$, let $X_{F, w}$ denote the set of $\xi \in \Lambda_{F}$ with the property that $w\left(\xi+\mathfrak{a}_{F \mathrm{q}}^{*}\right) \in \mathcal{L}(\mathcal{H})$. For such $\xi$ it follows from Lemma 13.7 that $\operatorname{Res}_{\mathrm{w} \xi+\mathrm{w} \mathfrak{b}}^{\mathrm{P}, \mathrm{t}} \neq$ 0 . Hence $(w \xi, w \mathfrak{b})$ is contained in the set $\Pi$ of Theorem 13.8 with $P=P_{0}$. It follows that $X_{F, w}$ is contained in a finite subset $\Lambda_{F, w}$ only depending on $P_{0}, \mathcal{H}$. Moreover, it follows from Proposition 13.5 that for $\xi \in X_{F, w}$ we have $w \xi \in \Gamma^{-}\left(\Sigma\left(P_{0}\right) \cap w \mathfrak{a}_{F \mathrm{q}}^{* \perp}\right)=w \Gamma^{-}(F)$, hence $\xi \in \Gamma^{-}(F)$. Thus, the above holds with $\Lambda_{F, w}$ a finite subset of $\Gamma^{-}(F)$ only depending on $P_{0}$ and $\mathcal{H}$. Now $\Lambda_{F}$ may be taken to be the union of the sets $\Lambda_{F, w}$, for $w \in W^{F}$, and the lemma follows.

In the formulation of the following result, we use the abbreviation $d \mu_{F}$ for the normalized Lebesgue measure $d \mu_{\mathfrak{a}_{F \mathfrak{q}}^{*}}$ on $i \mathfrak{a}_{F \mathrm{q}}^{*}$ and its translates, for each $F \subset \Delta$.

Theorem 13.10 Let $t, \mathcal{H}$ and the set $\Lambda_{F}$ be as in Lemma 13.9. Then for every $\eta \in \mathfrak{a}_{\mathrm{q}}^{*}$ sufficiently $\bar{P}$-dominant and each collection of $\varepsilon_{F} \in \mathfrak{a}_{F \mathrm{q}}^{*+}$ sufficiently close to 0 for all $F \subset \Delta$, the following holds. For every $\varphi \in$ $\mathcal{P}\left(\mathfrak{a}_{\mathrm{qc}}^{*}, \mathcal{H}\right)$,

$$
\int_{\eta+i \mathfrak{a}_{\mathrm{q}}^{*}} \varphi(\lambda) d \lambda=\sum_{F \subset \Delta} \sum_{\xi \in \Lambda_{F}} t\left(P_{F}\right) \int_{\varepsilon_{F}+i \mathfrak{a}_{F \mathrm{q}}^{*}} \operatorname{Res}_{\xi+\mathfrak{a}_{\mathrm{Fq}}^{*}}^{\mathrm{P}, \mathrm{t}} \sum_{\mathrm{w} \in \mathrm{~W}^{\mathrm{F}}} \varphi(\mathrm{w}(\cdot+\nu)) \mathrm{d} \mu_{\mathrm{F}}(\nu) .
$$

Proof. The formula can be derived from the formula displayed in Theorem 13.8 as follows. Every $Q$ in the formula is of the form $w\left(P_{F}\right)$ for a unique $F \subset \Delta$ and a unique $w \in W^{F}$. Moreover, $(\xi, Q) \in \Pi \Rightarrow w^{-1} \xi \in \Lambda_{F}$. The desired formula now follows by application of Lemma 13.7 and the $W$-invariance of the residue weight.

We come to the completion of the proof of the Fourier inversion theorem, which depends on the above result in a crucial way.

## Residues and Fourier inversion

As said, to complete the proof of Theorem 13.2, it suffices to show that, for $f \in C_{c}^{\infty}(\mathrm{X}: \tau)$, the function $\mathcal{T}_{\eta} \mathcal{F} f$, defined by (13.3), extends smoothly from $\mathrm{X}_{+}$to all of X . In [17] this is proved by using the residue calculus described above. For the application of the residue calculus we need the following result, for which we refer the reader to [17].

Proposition 13.11 The union $\mathcal{H}$ of the collections of singular hyperplanes of the functions $\lambda \mapsto E^{*}(\lambda: \cdot)$ and $\lambda \mapsto E_{1,+}(\lambda: \cdot)$ is a locally finite collection of real $\Sigma$-hyperplanes that is $P_{0}$-bounded from below.

From now on we fix $\mathcal{H}$ as in Proposition 13.11 above and we fix a finite set $\Lambda_{F} \subset \Gamma^{-}(F)$ meeting the requirements of Lemma 13.9. Moreover, we fix any residue weight $t$ on $\Sigma$ that is $W$-invariant and in addition even, i.e., $t(\bar{P})=t(P)$ for all $P \in \mathcal{P}_{\sigma}$.
Completion of the proof of Theorem 13.2. In view of Definition 11.10 with $P=P_{0}$, the singular locus of the meromorphic function $\mathcal{F} f$ is contained in $\cup \mathcal{H}$ as well. We may therefore apply Theorem 13.10 with $\varphi(\lambda)=E_{+}(\lambda$ : $x) \mathcal{F} f(\lambda)$, where $x \in \mathrm{X}_{+}$, and obtain that

$$
\begin{align*}
& \mathcal{T}_{\eta} \mathcal{F} f(x)  \tag{13.14}\\
& \quad=|W| \sum_{F \subset \Delta} t\left(P_{F}\right) \int_{\varepsilon_{F}+\mathfrak{a}_{F \mathrm{q}}^{*}} \mathcal{R}_{F}^{t}\left[\sum_{w \in W^{F}} E_{+}(w(\cdot+\nu): x) \mathcal{F} f(w(\cdot+\nu))\right] d \mu_{F}(\nu),
\end{align*}
$$

where, for each $F \subset \Delta$, we have used the notation $\mathcal{R}_{F}^{t}$ for the Laurent functional in $\mathcal{M}\left(\mathfrak{a}_{F q}^{* \perp}, \Sigma_{F}\right)_{\text {laur }}^{*}$ given by the formula

$$
\begin{equation*}
\mathcal{R}_{F}^{t}:=\sum_{\xi \in \Lambda_{F}} \operatorname{Res}_{\xi+\mathfrak{a}_{\mathrm{Fq}}^{*} \mathrm{P}, \mathrm{t}}^{\mathrm{P}} \tag{13.15}
\end{equation*}
$$

For later applications it is of importance to note that the support of this Laurent functional is contained in the finite set $\Lambda_{F}$ which in turn is contained in the closed convex cone $\Gamma^{-}(F)$ spanned by 0 and $-F$.

Using (13.14), (13.1) and (11.14) with $P=Q=P_{0}$, we obtain that

$$
\begin{aligned}
E_{+}(w(\cdot+\nu) & : x) \mathcal{F} f(w(\cdot+\nu)) \\
& =E_{w,+}(\cdot+\nu: x) \mathcal{F} f(\cdot+\nu) \\
& =\int_{\mathrm{X}} E_{w,+}(\cdot+\nu: x) E^{*}(\cdot+\nu: y) f(y) d y
\end{aligned}
$$

We now define the kernel function

$$
\begin{equation*}
K_{F}^{t}(\nu: y: x)=\mathcal{R}_{F}^{t}\left[\sum_{w \in W^{F}} E_{w,+}(\cdot+\nu: x) E^{*}(\cdot+\nu: y)\right], \tag{13.16}
\end{equation*}
$$

for $y \in \mathrm{X}, x \in \mathrm{X}_{+}$and generic $\nu \in \mathfrak{a}_{F \mathrm{qc}}^{*}$. This kernel depends meromorphically on the variable $\nu \in \mathfrak{a}_{F q \mathrm{c}}^{*}$. After this, (13.14) becomes

$$
\mathcal{T}_{\eta} \mathcal{F} f(x)=|W| \sum_{F \subset \Delta} t\left(P_{F}\right) \int_{\varepsilon_{F}+i \mathfrak{a}_{F \mathrm{q}}^{*}} \int_{\mathrm{X}} K_{F}(\nu: x: y) f(y) d y d \mu_{F}(\nu) .
$$

For fixed generic $\nu \in \mathfrak{a}_{F q \mathrm{c}}^{*}$, the kernel function $K_{F}^{t}(\nu: \cdot:)$ is a smooth function on $\mathrm{X}_{+} \times \mathrm{X}$, with values in $\operatorname{End}\left(V_{\tau}\right) \simeq V_{\tau} \otimes V_{\tau}^{*}$. Moreover, it is
spherical for the $K \times K$ - representation $\tau \otimes \tau^{*}$. Finally, it is $\mathbb{D}(\mathrm{X})$-finite in both variables. It follows that $K_{F}^{t}(\nu: \cdot: \cdot)$ belongs to a tensor product space of the form ${ }^{1} E_{\nu} \otimes{ }^{2} E_{\nu}$, with ${ }^{1} E_{\nu}$ and ${ }^{2} E_{\nu}$ finite dimensional linear subspaces of $C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ and $C^{\infty}\left(\mathrm{X}_{+}: \tau^{*}\right)$, respectively. For each $j=1,2$, let ${ }^{j} E_{\nu}^{\prime}$ denote the subspace of functions in ${ }^{j} E_{\nu}$ that extend smoothly to all of X . Then by the symmetry property formulated in the result below, the kernel function $K_{F}^{t}(\nu: \cdot: \cdot)$ belongs to the intersection of ${ }^{1} E_{\nu}^{\prime} \otimes{ }^{2} E_{\nu}$ and ${ }^{1} E_{\nu} \otimes{ }^{2} E_{\nu}^{\prime}$, which equals ${ }^{1} E_{\nu}^{\prime} \otimes{ }^{2} E_{\nu}^{\prime}$. From this we see that $K_{F}^{t}(\nu: \cdot: \cdot)$ extends smoothly to all of $\mathrm{X} \times \mathrm{X}$.

Proposition 13.12 Let $x, y \in \mathrm{X}_{+}$. Then

$$
\begin{equation*}
K_{F}^{t}(\nu: x: y)=K_{F}^{t}(-\bar{\nu}: y: x)^{*}, \tag{13.17}
\end{equation*}
$$

as a meromorphic End $\left(V_{\tau}\right)$-valued identity in the variable $\nu$.
Sketch of proof. The result is proved by induction on $\operatorname{dim} \mathfrak{a}_{\mathrm{q}}$, the split rank of $X$. For $\operatorname{dim} \mathfrak{a}_{q}=0$, the symmetric space $X$ is compact and the result is obvious. Thus, assume that the result has already been established for spaces of lower split rank.

We first assume that $F \subsetneq \Delta$. Then the equality follows from the symmetry of the kernels for the spaces $\mathrm{X}_{F, v}$, for $v \in{ }^{F} \mathcal{W}$, which are of lower split rank. The proof of this part of the induction step is based on the principle of induction of relations, which we shall explain in the next subsection. For now we assume that the symmetry holds for $F \subsetneq \Delta$ and we will show how to derive it for $F=\Delta$.

We first observe that for $a, b$ in $A_{\Delta \mathrm{q}}$, the vectorial part of the center of $G$ modulo $H$, we have $K_{\Delta}^{t}(\nu: a x: b y)=a^{\nu} b^{-\nu} K_{\Delta}^{t}(\nu: x: y)$. By factoring out this part we reduce to the case that $\mathfrak{a}_{\Delta \mathrm{q}}^{*}=\{0\}$. Suppressing the variable from this space, we put $K_{\Delta}^{t}(x: y)=K_{\Delta}^{t}(0: x: y)$.

The argument in the proof of Theorem 13.2 can now be modified in such a way that the symmetry (13.17) is only needed for proper subsets $F$ of $\Delta$. This goes as follows. The kernel $K_{\Delta}^{t}(\cdot: y)$ is annihilated by a cofinite ideal $I$ of $\mathbb{D}(\mathrm{X})$, independent of $y$

The function $g:=f-\mathcal{T}_{\eta} f$ is smooth on $\mathrm{X}_{+}$and has support that is bounded in X. Given $F \subset \Delta$ we write

$$
\begin{equation*}
T_{F}^{t} f:=|W| t\left(P_{F}\right) \int_{\varepsilon_{F}+i \mathfrak{a}_{F \mathrm{q}}^{*}} \int_{\mathrm{X}} K_{F}(\nu: x: y) f(y) d y d \mu_{F}(\nu) . \tag{13.18}
\end{equation*}
$$

Then by the residue shift in the proof of Theorem 13.2, $g=f-\sum_{F} T_{F}^{t} f$. Let $D \in I$. Then $D g=D f-\sum_{F \subsetneq \Delta} T_{F}^{t} f$; by application of Proposition 13.12
for $F \subsetneq \Delta$ as in the final part of the proof of Theorem 13.2 the function $D g$ is seen to extend to a smooth function on all of X . Its support is compact, as said above. Let now $D_{\tau}$ be the differential operator of Theorem 11.27 with $P=P_{0}$. Then $D_{\tau} D g=D D_{\tau} g=0$. It follows that $D g=0$ on $\mathrm{X}_{+}$, for each $D \in I$. This implies that the function $g$ is real analytic on $\mathrm{X}_{+}$, with a support that is bounded in X. By analytic continuation it follows that $g=0$, whence Theorem 13.2. At the same time it follows that $T_{\Delta}^{t} f$ is the smooth function on X given by

$$
\begin{equation*}
T_{\Delta}^{t} f=f-\sum_{F \subsetneq \Delta} T_{F}^{t} f . \tag{13.19}
\end{equation*}
$$

Let $s_{0}$ be the longest element of $W$. Then for each set $F \subsetneq \Delta$, the set $F^{\prime}:=$ $-s_{0}(F)$ is properly contained in $\Delta$. Moreover, from the symmetry of the kernels, (13.17), combined with their definition, (13.16), the $W$-equivariance of the residue calculus and the fact that the weight $t$ is $W$-invariant and even, it follows that $T_{F}^{t}$ and $T_{F^{\prime}}^{t}$ are adjoint to each other as operators $C_{c}^{\infty}(\mathrm{X}: \tau) \rightarrow C^{\infty}(\mathrm{X}: \tau)$. This implies that $T_{\Delta}^{t}$ is symmetric, from which in turn it follows that (13.17) is valid for $F=\Delta$.

## Induction of relations

In this subsection we shall describe the principle of induction of relations, as developed in [20]. The principle says that relations of a certain type between partial Eisenstein associated with a symmetric space $\mathrm{X}_{F, v}$, for $F \subset \Delta$ and $v \in{ }^{F} \mathcal{W}$, induce relations between corresponding partial Eisenstein integrals for the space X .

Keeping to the convention to replace index $P_{F}$ by $F$, we have

$$
\mathrm{X}_{F, v}=M_{F} / M_{F} \cap v H v^{-1} .
$$

The space ${ }^{*} \mathfrak{a}_{F \mathrm{q}}:=\mathfrak{a}_{F \mathrm{q}}^{\perp}$ is the analogue of $\mathfrak{a}_{\mathrm{q}}$ for the reductive pair $\left(M_{F}, M_{F} \cap\right.$ $v H v^{-1}$ ). Moreover, $\Sigma_{F}$ and $W_{F}$ are the associated root system and Weyl group, respectively, and ${ }^{*} P_{0}:=M_{F} \cap P_{0}$ is the minimal $\sigma$-parabolic subgroup of $M_{F}$ determined by the positive system $\Sigma_{F}^{+}:=\Sigma_{F} \cap \Sigma^{+}$. Let $K_{F}=K \cap M_{F}$ and $\tau_{F}:=\left.\tau\right|_{K_{F}}$. If $t \in W_{F}$, we denote by

$$
E_{+, t}\left(\mathrm{X}_{F, v}: \mu: m\right) \in \operatorname{Hom}\left({ }^{\circ} \mathcal{C}\left(\mathrm{X}_{F, v}, \tau\right), V_{\tau}\right), \quad\left(\mu \in{ }^{*} \mathfrak{a}_{F \mathrm{qc}}^{*}, m \in \mathrm{X}_{F, v}\right),
$$

the analogue for the symmetric pair ( $M_{F}, M_{F} \cap v H_{F} v^{-1}$ ) (and the parabolic subgroup ${ }^{*} P_{0}$ ) of the partial Eisenstein integral $E_{+, t}(\mathrm{X}: \lambda: x)$. Here
${ }^{\circ} \mathcal{C}\left(\mathrm{X}_{F, v}: \tau\right)$ denotes the analogue of the space ${ }^{\circ} \mathcal{C}(\tau)$ for $\mathrm{X}_{F, v}$. Via the bijection (3.9), the natural action of $W$ on $W / W_{K \cap H}$ is transfered to an action on $\mathcal{W}$. Accordingly, the space ${ }^{\circ} \mathcal{C}\left(\mathrm{X}_{F, v}: \tau\right)$ is the direct sum of the spaces $C^{\infty}\left(M / M \cap w H w^{-1}: \tau_{M}\right)$, for $w \in W_{F} v$, hence may be naturally embedded into ${ }^{\circ} \mathcal{C}(\tau)$, which is the similar direct sum for $w \in \mathcal{W}$. The natural inclusion map is denoted by $\mathrm{i}_{F, v}$; its transpose, the natural projection map, by $\mathrm{pr}_{F, v}$.

Theorem 13.13 Let $\mathcal{L}_{t} \in \mathcal{M}\left({ }^{*} \mathfrak{a}_{F q \mathrm{C}}^{*}, \Sigma_{F}\right)_{\text {laur }}^{*} \otimes{ }^{\circ} \mathcal{C}(\tau)$ be given Laurent functionals, for each $t \in W_{F}$, and assume that, for every $v \in{ }^{F} \mathcal{W}$,

$$
\begin{equation*}
\sum_{t \in W_{F}} \mathcal{L}_{t}\left[E_{+, t}\left(\mathrm{X}_{F, v}: \cdot: m\right) \circ \operatorname{pr}_{F, v}\right]=0, \quad\left(m \in \mathrm{X}_{F, v,+}\right) \tag{13.20}
\end{equation*}
$$

Then, for each $s \in W^{F}$, the following meromorphic identity in the variable $\nu \in \mathfrak{a}_{F \mathbf{q c}}^{*}$ is valid,

$$
\begin{equation*}
\sum_{t \in W_{F}} \mathcal{L}_{t}\left[E_{+, s t}(\mathrm{X}: \cdot+\nu: x)\right]=0, \quad\left(x \in \mathrm{X}_{+}\right) \tag{13.21}
\end{equation*}
$$

Conversely, if for a fixed $s \in W^{F}$ the equality (13.21) holds for all $\nu$ in a non-empty open subset of $\mathfrak{a}_{F q \mathrm{c}}^{*}$, then (13.20) holds for each $v \in{ }^{F} \mathcal{W}$.

This result is proved in [20], Thm. 16.1. The proof in turn is based on a more general vanishing theorem, see [20], Thm. 12.10. The vanishing theorem asserts that a suitably restricted meromorphic family $\mathfrak{a}_{F q \mathrm{c}}^{*} \ni \nu \mapsto$ $f_{\nu} \in C^{\infty}\left(\mathrm{X}_{+}: \tau\right)$ of eigenfunctions for $\mathbb{D}(\mathrm{X})$ is completely determined by the coefficient of $a^{\nu-\rho_{F}}$ in its asymptotic expansion towards infinity along $A_{F \mathrm{q}}^{+} v$, for each $v \in{ }^{F} \mathcal{W}$. This coefficient is a spherical function on $\mathrm{X}_{F, v,+}$, depending meromorphically on $\nu$. In particular, if the coefficients, one for each $v \in{ }^{F} \mathcal{W}$, are zero, then $f_{\nu}=0$ for all $\nu$. This explains the name vanishing theorem. Part of the mentioned restriction on families is the so-called asymptotic globality condition. It requires that certain asymptotic coefficients in the expansions of $f_{\nu}$ along certain codimension one walls should have smooth behavior as functions in the variables transversal to these walls. The precise condition is given in [20], Def. 9.5.

We shall now indicate how the vanishing theorem is applied to prove Theorem 13.13. Let $f_{\nu}^{s}$, for $s \in W^{F}$, denote the expression on the lefthand side of (13.21). The sum $f_{\nu}=\sum_{s \in W^{F}} f_{\nu}^{s}$ defines a family for which the vanishing theorem holds; the summation over $W^{F}$ is needed for the family to satisfy the asymptotic globality condition mentioned above. The coefficient of $a^{\nu-\rho_{F}}$ in the expansion of $f_{\nu}$ along $A_{F \mathrm{q}}^{+} v$, for $v \in{ }^{F} \mathcal{W}$, is given
by the expression on the left-hand side of (13.20) with the same $v \in W^{F}$. By the vanishing theorem, the vanishing expressed in (13.20), for all $v \in W^{F}$, implies that $f=0$. For each $v \in{ }^{F} \mathcal{W}$, the sets of exponents of $f_{\nu}^{s}$ in the expansion along $A_{F \mathrm{q}}^{+} v$ are mutually disjoint for distinct $s \in W^{F}$ and generic $\nu \in \mathfrak{a}_{F \mathrm{qC}}^{*}$. Thus, the vanishing of $f_{\nu}$ implies the vanishing of each individual function $f_{\nu}^{s}$ and (13.21) follows.

The converse statement of Theorem 13.13 is proved as follows. First of all, the asymptotic globality condition connects the vanishing of distinct sets of exponents, from which it follows that the vanishing of an individual term $f_{\nu}^{s}$ implies that of $f_{\nu}$. The validity of (13.20) then follows by taking the coefficient of $a^{\nu-\rho_{F}}$ in the asymptotic expansion of $f_{\nu}$ along $A_{\mathrm{q}}^{+} v$.
Completion of the proof of Proposition 13.12. The Laurent operator $\mathcal{R}_{F}^{t}$ has real support; moreover, it is scalar, and can be shown to be real in the sense that at each point of its support it can be represented by a string $\left\{u_{N}\right\} \subset S\left({ }^{*} \mathfrak{a}_{F \mathrm{q}}^{*}\right)$ as in Definition 13.3 , with $u_{N}$ real for all $N \in \mathbb{N}$. Using these facts it can be shown that the adjoint kernel in (13.17) can be expressed as

$$
\begin{equation*}
K_{F}^{t}(-\bar{\nu}: y: x)^{*}=\mathcal{R}_{F}^{t}\left(\sum_{s \in W^{F}} E^{\circ}(\nu-\cdots: x) E_{+, s}^{*}(\nu-\cdots: y)\right) \tag{13.22}
\end{equation*}
$$

where the dual partial Eisenstein integral is defined by

$$
E_{+, s}^{*}(\lambda: y):=E_{+, s}(-\bar{\lambda}: y)^{*}
$$

The residue weight $t$ on $\Sigma$ induces a residue weight ${ }^{*} t$ on $\Sigma_{F}$. The set $F$ is a simple system for $\Sigma_{F}$. If $v \in{ }^{F} \mathcal{W}$, we denote the kernel for the space $\mathrm{X}_{F, v}$ associated with the data ${ }^{*} t, F$ by $K_{F}^{*} t\left(\mathrm{X}_{F, v}: m: m^{\prime}\right)$. In this notation the the spectral parameter $\nu$ has been suppressed, as it is zero-dimensional. The inductive hypothesis, which asserts the symmetry of the kernels for spaces of lower split rank, implies that, for each $v \in{ }^{F} \mathcal{W}$,

$$
\begin{equation*}
K_{F}^{*} t\left(\mathrm{X}_{F, v}: m: m^{\prime}\right)=K_{F}^{*} t\left(\mathrm{X}_{F, v}: m^{\prime}: m\right)^{*}, \quad\left(m, m^{\prime} \in \mathrm{X}_{F, v}\right) \tag{13.23}
\end{equation*}
$$

In view of the first part of the proof, applied to the present dual kernel, using transitivity of residues, see Lemma 13.6, and taking into account that $\left(W_{F}\right)^{F}=\{1\}$, the equation (13.23) is seen to be equivalent to

$$
\begin{aligned}
& \mathcal{R}_{F}^{t}\left[E_{+}\left(\mathrm{X}_{F, v}: \cdot: m\right) E^{*}\left(\mathrm{X}_{F, v}: \cdot: m^{\prime}\right)\right] \\
& \quad=\mathcal{R}_{F}^{t}\left[E^{\circ}\left(\mathrm{X}_{F, v}:-\cdot: m\right) E_{+}^{*}\left(\mathrm{X}_{F, v}:-\cdot: m^{\prime}\right)\right]
\end{aligned}
$$

In view of (13.16) and (13.22) the equality (13.17) can now be deduced by applying induction of relations, Theorem 13.13, first with respect to the variable $x$, and then a second time with respect to the variable $y$. More details can be found in [17], Sect. 8.

## 14 The proof of the Plancherel theorem

## The generalized Eisenstein integral

We shall now give a sketch of the proof of the spherical Plancherel theorem, Theorem 11.26, as given in [21], indicating some of the main ideas. Starting point of the proof is the following formula, obtained in the proof of the inversion theorem in the previous section, for $f \in C_{c}^{\infty}(\mathrm{X}: \tau)$,

$$
\begin{equation*}
f=\sum_{F \subset \Delta} t\left(P_{F}\right)|W| \int_{\varepsilon_{F}+i \mathfrak{a}_{F \mathrm{q}}^{*}} \int_{\mathrm{X}} K_{F}^{t}(\nu: x: y) f(y) d y d \mu_{F}(\nu) . \tag{14.1}
\end{equation*}
$$

Here we recall that $t$ is any choice of $W$-invariant and even residue weight on $\Sigma$. The leading idea in the proof of the Plancherel theorem is to show that this formula, initially only valid for $\varepsilon_{F} \in \mathfrak{a}_{F \mathrm{q}}^{*+}$ sufficiently close to zero for all $F \subset \Delta$, is actually true with $\varepsilon_{F}=0$ for all $F$. This in turn is achieved by showing that the kernel functions $K_{F}^{t}(\nu: \cdot:)$ are regular for imaginary values of $\nu \in \mathfrak{a}_{F q \mathrm{c}}^{*}$.

The regularity of the kernels is established in the course of a long inductive argument in [21]. The nature of this inductive argument will be explained in the next subsection. To prepare for it, we first indicate how the symmetry of the kernels leads to the introduction of the so-called generalized Eisenstein integrals. For details we refer to [17].

Let $F \subset \Delta$ and $v \in{ }^{F} \mathcal{W}$. Using the kernel $K_{F}^{t}\left(\mathrm{X}_{F, v}: \cdot: \cdot\right)$ defined in (13.16), we define the following subspace of $C_{c}^{\infty}\left(\mathrm{X}_{F, v}: \tau_{F}\right)$,

$$
\mathcal{A}_{F, v}^{* t}=\mathcal{A}^{* t}\left(\mathrm{X}_{F, v}: \tau_{F}\right):=\operatorname{span}\left\{K_{F}^{*} t\left(\mathrm{X}_{F, v}: \cdot: m^{\prime}\right) u \mid m^{\prime} \in \mathrm{X}_{F, v,+}, u \in V_{\tau}\right\} .
$$

This space is annihilated by a cofinite ideal of $\mathbb{D}\left(\mathrm{X}_{F, v}\right)$, hence finite dimensional. For $\psi \in \mathcal{A}_{F, v}^{* t}$, we define the generalized Eisenstein integral $E_{F, v}^{\circ}(\nu: \cdot) \psi$ as a meromorphic $C^{\infty}(\mathrm{X}: \tau)$-valued function of $\nu \in \mathfrak{a}_{F q \mathrm{c}}^{*}$, as follows. If

$$
\psi=\sum_{i} K_{F}^{*}\left(\mathrm{X}_{F, v}: \cdot m_{i}^{\prime}\right) u_{i},
$$

with $m_{i}^{\prime} \in \mathrm{X}_{F, v,+}$ and $u_{i} \in V_{\tau}$, then

$$
\begin{equation*}
E_{F, v}^{\circ}(\nu: x) \psi:=\sum_{i} \mathcal{R}_{F}^{t}\left[\sum_{s \in W^{F}} E_{+, s}(\nu+\cdot) E^{*}\left(\mathrm{X}_{F, v}: \cdot: m_{i}^{\prime}\right) u_{i}\right], \tag{14.2}
\end{equation*}
$$

for generic $\nu \in \mathfrak{a}_{F q \mathrm{c}}^{*}$ and all $x \in \mathrm{X}_{+}$. It follows by application of Theorem 13.13 that the expression on the right-hand side of (14.2) is independent of the particular representation of $\psi$, so that the definition is unambiguous.

Finally, we define the space

$$
\begin{equation*}
\mathcal{A}_{F}^{* t}:=\oplus_{v \in F \mathcal{W}} \mathcal{A}_{F, v}^{*} \tag{14.3}
\end{equation*}
$$

and for $\psi=\left(\psi_{v}\right) \in \mathcal{A}_{F}^{*} t$ we define the generalized Eisenstein integral

$$
E_{F}^{\circ}(\nu: x) \psi:=\sum_{v \in F \mathcal{W}} E_{F, v}^{\circ}(\nu: x) \psi_{v} .
$$

In the course [17] it is shown that for any choice of inner product on $\mathcal{A}_{F}^{* t}$, for which the decomposition (14.3) is orthogonal, the symmetry of the kernel $K_{F}^{t}$, see Proposition 13.12, implies the existence of a unique self-adjoint endomorphism $\alpha_{F}$ of $\mathcal{A}_{F}^{*} t$ such that

$$
K_{F}^{t}(\nu: x: y)=E_{F}^{\circ}(\nu: x) \circ \alpha_{F} \circ E_{F}^{\circ}(-\bar{\nu}: y)^{*} .
$$

## The inductive argument

So far, in the proof of the Fourier inversion argument, the theory of the discrete series has played no role. However, in the inductive argument leading up to the regularity of the kernels, this changes fundamentally, as we shall now explain.

A reductive symmetric pair $(G, H)$ of Harish-Chandra class is said to be of residue type if $G$ has compact center modulo $H$ and if in addition the following holds. For any choice of $W$-invariant and even residue weight $t$, the operator $T_{\Delta}^{t}$ defined as in (13.18) with $F=\Delta$, is required to be equal to the restriction to $C_{c}^{\infty}(\mathrm{X}: \tau)$ of the orthogonal projection $P_{\mathrm{ds}}: L^{2}(\mathrm{X}:$ $\tau) \rightarrow L_{d}^{2}(\mathrm{X}: \tau)$. The second space denotes the discrete part, see (2.20). In particular, it follows from the requirement that $T_{\Delta}^{t}$ is independent of the choice of residue weight. Equivalently, the latter condition means that $K_{\Delta}^{t}(x: y)$ is the kernel of the orthogonal projection $P_{\mathrm{ds}}$. Moreover, the assumption straightforwardly implies that

$$
\mathcal{A}_{\Delta}^{t}(\mathrm{X}: \tau)=L_{d}^{2}(\mathrm{X}: \tau)
$$

In particular it follows that the space on the left-hand side is independent of the choice of residue weight, and that the space on the right-hand side is a finite dimensional space which can be realized by means of point residues of Eisenstein integrals from the minimal principal series for X. Its elements are
$\mathbb{D}(\mathrm{X})$-finite functions. In view of this it also follows that $L_{d}^{2}(\mathrm{X}: \tau)$ equals $\mathcal{A}_{2}(\mathrm{X}: \tau)$, the space of $\mathbb{D}(\mathrm{X})$-finite spherical Schwartz functions on X ; see [4], Thm. 6.4, for details.

The inductive argument proceeds by induction on $\operatorname{dim} A_{\mathrm{q}}$, the $\sigma$-split rank of $G$. Its purpose is to establish that every pair $(G, H)$ is of residue type as soon as $G$ has compact center modulo $H$. A parabolic subgroup $Q \in \mathcal{P}_{\sigma}$ is said to be of residue type if all pairs ( $M_{Q}, M_{Q} \cap v H v^{-1}$ ) are of residue type, for $v \in{ }^{Q} \mathcal{W}$. A subset $F \subset \Delta$ is said to be of residue type if the associated standard parabolic subgroup $P_{F}$ is of this type.

In the course of the induction step, the induction hypothesis guarantees that each $Q \in \mathcal{P}_{\sigma}$ different from $G$ is of residue type. Moreover, if the center of $G$ is not compact modulo $H$, then $M_{G}=M_{\Delta}$ is of strictly smaller $\sigma$-split rank than $G$, so that $G$, viewed as a parabolic subgroup, is of residue type as well.

We will now proceed to describe the induction step. In the following we assume that the occurring subset $F \subset \Delta$ is of residue type. Let $v \in{ }^{F} \mathcal{W}$. Then the assumption implies that

$$
\mathcal{A}_{F, v}^{*}=L_{d}^{2}\left(\mathrm{X}_{F, v}: \tau_{F}\right)=\mathcal{A}_{2}(\mathrm{X}: \tau) .
$$

Accordingly,

$$
\mathcal{A}_{F}^{* t}=\mathcal{A}_{2, F}:=\oplus_{v \in^{F} \mathcal{W}} \quad \mathcal{A}_{2}\left(\mathrm{X}_{F, v}: \tau_{F}\right)
$$

is independent of $t$ and may be equipped with the direct sum of the $L^{2}$-inner products. For this choice of inner product it can be shown that $\alpha_{F}$ equals $\left|W_{F}\right|^{-1}$ times the identity operator. Thus, we obtain

$$
K_{F}^{* t}(\nu: x: y)=\left|W_{F}\right|^{-1} E_{F}^{\circ}(\nu: x) E_{F}^{*}(\nu: y),
$$

where the dual generalized Eisenstein integral is defined by

$$
E_{F}^{*}(\nu: y)=E_{F}^{\circ}(-\bar{\nu}: y)^{*} \in \operatorname{Hom}\left(V_{\tau}, \mathcal{A}_{2, F}\right),
$$

for $y \in \mathrm{X}$ and generic $\nu \in \mathfrak{a}_{F q \mathrm{c}}^{*}$. From the induction hypothesis that $F$ is of residue type, it follows that the kernels $K_{F}^{*} t\left(\mathrm{X}_{F, v}: \cdot: \cdot\right)$ do not dependent on $t$. In view of their construction in (14.2) it follows that the generalized Eisenstein integrals do not depend on the choice of $t$ either.

Each parabolic subgroup from $\mathcal{P}_{\sigma}$ is a standard one for a particular choice of positive roots. It follows that the notion of generalized Eisenstein integral can be defined for every $Q \in \mathcal{P}_{\sigma}$ of residue type. More precisely, we define $\mathcal{A}_{2, Q}$ as in (11.7). For each $\psi \in \mathcal{A}_{2, Q}$ we have an associated Eisenstein integral

$$
E^{\circ}(Q: \nu: \cdot) \psi \in C^{\infty}(\mathrm{X}: \tau),
$$

which depends meromorphically on the parameter $\nu \in \mathfrak{a}_{Q q \mathrm{c}}^{*}$. This in turn allows us to define kernels by the formula

$$
\begin{equation*}
K_{Q}(\nu: x: y):=\left|W_{Q}\right|^{-1} E^{\circ}(Q: \nu: x) E^{*}(Q: \nu: y) . \tag{14.4}
\end{equation*}
$$

The definitions are such that for $F \subsetneq \Delta$ all objects with parameter $P_{F}$ coincide with their analogues with index $F$.

## Tempered estimates

We emphasize the observation that the Eisenstein integrals just introduced do not enter harmonic analysis as matrix coefficients of generalized principal series representations for X; in fact, the connection with representation theory is only made in the final stage of the development of the theory. Instead, the general Eisenstein integrals enter the analysis as residues of Eisenstein integrals connected with the minimal principal series for X . This has a two-fold advantage.

First, certain moderate estimates that are uniform with respect to the parameter $\nu \in \mathfrak{a}_{Q \mathrm{qc}}^{*}$ are inherited from the similar estimates for minimal Eisenstein integrals, which were established in [6], by using the functional equation for $j(Q: \xi: \lambda)$ mentioned in Remark 8.6. The minimal Eisenstein integrals are easier to handle as they require no knowledge of the discrete series of non-compact symmetric spaces of lower $\sigma$-split rank.

Second, the location of the asymptotic exponents of the general Eisenstein integrals is determined by the supports of the residual operators. By application of the text following (13.15) it can be shown that the Eisenstein integrals are tempered functions for imaginary $\nu$.

Combining these two facts with the structure of the differential equations satified by the Eisenstein integrals, see Proposition 11.7, the initial moderate estimates for the Eisenstein integrals $E^{\circ}(Q: \nu: x)$ can be sharpened to tempered estimates that are of a uniform nature in the parameter $\nu \in i \mathfrak{a}_{Q \mathrm{q}}^{*}$. For details we refer the reader to [21], Sect. 15. The mentioned technique of sharpening estimates goes back to N.R. Wallach, [87].

Theorem 14.1 There exist constants $\varepsilon>0$ and $s>0$ and a polynomial function $q: \mathfrak{a}_{P \mathrm{qc}}^{*} \rightarrow \mathbb{C}$ that is a product of linear factors of the form $\langle\alpha, \cdot\rangle-$ $c$, with $\alpha \in \Sigma(P)$ and $c \in \mathbb{R}$, such that the function $f_{\nu}=q(\nu) E^{\circ}(P: \nu: \cdot)$ depends holomorphically on $\nu$ in the region $\mathfrak{a}_{\text {Pqc }}^{*}(\varepsilon)=\left\{\lambda \in \mathfrak{a}_{P q \mathrm{c}}^{*}| | \lambda \mid<\right.$ $\varepsilon\}$ and satisfies the following estimates. For every $u \in U(\mathfrak{g})$ there exist constants $n \in \mathbb{N}$ and $C>0$ such that

$$
\left|L_{u} f_{\nu}(x)\right| \leq C(1+|\nu|)^{n}\left(1+l_{\mathrm{X}}(x)\right)^{n} \Theta(x) e^{s|\operatorname{Re} \nu| l_{\mathrm{X}}(x)}
$$

For minimal $\sigma$-parabolic subgroups this result is due to [6], for general $\sigma$-parabolic subgroups it was first established by [38]. Both papers rely on the same idea, described above. First, a functional equation for the $j(Q: \xi: \lambda)$ is obtained. These yield uniform moderate estimates, which can be sharpened to uniform tempered estimates. As said, the case of general parabolics is harder, since it involves the discrete series of spaces of lower $\sigma$-split rank. The reduction of the general case to the minimal one by means of the residue calculus is due to [21].

The above result is absolutely crucial for the further development of the theory, as it admits application of the theory of the constant term, developed by Harish-Chandra [56] for the case of the group and by J. Carmona [33] for reductive symmetric spaces. Theorems 5.4 and 5.6 on the discrete series are also indispensable ingredients of this theory. By the mentioned theory of the constant term, one deduces that the leading part of the asymptotic expansion of the Eisenstein integral has the form given in Theorem 11.18. The $C$-functions entering this description satisfy Proposition 11.19; this follows readily from the definition of the generalized Eisenstein integral. In the following subsection we shall indicate how the general Maass-Selberg relations formulated in Theorem 11.22 follow from those for the $C$-functions associated with minimal $\sigma$-parabolic subgroups.

## The Maass-Selberg relations

It is an important observation that the Maass-Selberg relations of Theorem 11.22 can be reformulated as an invariance property of the kernel functions.

Theorem 14.2 Let $P, Q \in \mathcal{P}_{\sigma}$ be associated parabolic subgroups and let $s \in W\left(\mathfrak{a}_{Q \mathrm{q}} \mid \mathfrak{a}_{P \mathrm{q}}\right)$. Then the following two assertions are equivalent.
(a) $K_{Q}(s \nu: x: y)=K_{P}(\nu: x: y)$, for all $x, y \in \mathrm{X}$ and generic $\nu \in \mathfrak{a}_{P \mathrm{qc}}^{*}$.
(b) $C_{Q \mid P}^{\circ}(s: \nu) C_{Q \mid P}^{\circ}(s:-\bar{\nu})^{*}=I_{\mathcal{A}_{2, Q}}$, as an identity of meromorphic functions in the variable $\nu \in \mathfrak{a}_{\text {PqC }}^{*}$.

Sketch of proof. Assume (a) and express the kernels in terms of Eisenstein integrals according to (14.4). Next, substitute $x=m a v$ and $y=m^{\prime} b v$ and let $a, b \rightarrow \infty$ in $A_{Q q}^{+}$. Comparing the coefficients of $a^{\nu-\rho_{Q}} b^{-\nu-\rho_{Q}}$ on both sides of the equation, for every $v \in^{Q} \mathcal{W}$, we infer that the expression on the left-hand side of the equality in (b) equals $C_{Q \mid Q}^{\circ}(1: s \nu) C_{Q \mid Q}^{\circ}(1:-s \bar{\nu})$, which in turn equals $I_{\mathcal{A}_{2, Q}}$, by Proposition 11.19. Thus, (b) follows. The converse reasoning is also valid, in view of the vanishing theorem of [20], described in the text following Theorem 13.13.

In [17] it is shown that the Weyl group invariance property of the kernel $K_{F}$ follows from the similar invariance of the kernel $K_{\emptyset}$ because the residue operators behave well with respect to the action of the Weyl group, see Lemma 13.7. In view of Theorem 14.2 it follows that the Maass-Selberg relations for the $C$-functions associated with minimal $\sigma$-parabolic subgroups imply those for the $C$-functions associated with general $\sigma$-parabolic subgroups. For historical comments on the proofs of these relations, see the remarks following Theorem 11.22 as well as those following (12.3).

As said in the text preceding Theorem 11.22, the Maass-Selberg relations constitute the essential step towards the regularity theorem for the Eisenstein integrals, Theorem 11.8. This theorem in turn implies that the meromorphic $C^{\infty}\left(\mathrm{X} \times \mathrm{X}\right.$, End $\left(V_{\tau}\right)$-valued kernel functions $\nu \mapsto K_{P}(\nu: \cdot: \cdot)$, are regular on $i \mathfrak{a}_{P q \mathrm{c}}^{*}$, for all $P \in \mathcal{P}_{\sigma}$ of residue type.

Conclusion of the induction We now come to the end of the induction argument. In (13.18) one may take $\varepsilon_{F}=0$ for all $F \subset \Delta$ that are of residue type, by regularity of the kernels. Moreover, in view of (14.4) with $Q=P_{F}$ it follows that, for every $f \in C_{c}^{\infty}(\mathrm{X}: \tau)$, and each subset $F \subset \Delta$ of residue type,

$$
\begin{aligned}
& T_{F}^{t} f(x)= \\
& \quad=t\left(P_{F}\right)\left[W: W_{F}\right] \int_{i \mathfrak{a}_{F \mathrm{q}}^{*}} \int_{\mathrm{X}} E_{F}^{\circ}(\nu: x) E_{F}^{*}(\nu: y) f(y) d y d \mu_{F}(\nu) \\
& \quad=t\left(P_{F}\right)\left[W: W_{F}\right] \mathcal{J}_{F} \mathcal{F}_{F} f(x)
\end{aligned}
$$

In view of Theorem 11.16 it follows that for $F$ of residue type, the operator $T_{F}^{t}$ maps $C_{c}^{\infty}(\mathrm{X}: \tau)$ into the Schwartz space $\mathcal{C}(\mathrm{X}: \tau)$. The induction hypothesis implies that each subset $F \subsetneq \Delta$ is of residue type, so that by application of (13.19) we see that $T_{\Delta}^{t}$ maps into the Schwartz space as well.

The induction step is now finished as follows. If the center of $G$ is not compact modulo $H$, nothing remains to be done. Therefore, let us assume that $G$ has compact center modulo $H$. Then it follows that $T_{\Delta}^{t}$ is defined by means of point residues, hence maps into a subspace of $\mathbb{D}(X)$-finite functions. In the above we established that it maps into the Schwartz space, hence it maps into $\mathcal{A}_{2}(\mathrm{X}: \tau)$. By using the action of $\mathbb{D}(\mathrm{X})$ it is easily seen that image $\left(\mathcal{J}_{F}\right)$ is perpendicular to $\mathcal{A}_{2}(\mathrm{X}: \tau)$, for each $F \subsetneq \Delta$. This implies that $T_{\Delta}^{t}$ is the restriction of the orthogonal projection $L^{2}(\mathrm{X}: \tau) \rightarrow L_{d}^{2}(\mathrm{X}: \tau)$. Hence, $(G, H)$ is of residue type and the induction is finished.

Now that the inductive argument has been completed, it follows that all parabolic subgroups are of residue type, so that the results obtained under this assumption are valid in full generality.

## Completion of the proof the Plancherel theorem

It follows from the functional equation of the Eisenstein integral, combined with the Maass-Selberg relations for the $c$-function, that $\mathcal{J}_{P} \circ \mathcal{F}_{P}$ depends on $P \in \mathcal{P}_{\sigma}$ through the conjugacy class of $\mathfrak{a}_{P \mathrm{q}}$ for the Weyl group $W$. Let $2^{\Delta}$ denote the collection of subsets of $\Delta$ and let $\sim$ be the equivalence relation on $2^{\Delta}$ defined by $F \sim F^{\prime}$ if and only if $\mathfrak{a}_{F \mathrm{q}}$ and $\mathfrak{a}_{F^{\prime} \mathrm{q}}$ are conjugate under $W$. Let $F \subset \Delta$ and let $[F]$ denote the associated class in $2^{\Delta} / \sim$. Then we have the following lemma.

Lemma 14.3

$$
\sum_{F^{\prime} \in[F]} t\left(P_{F^{\prime}}\right)=\left|W\left(\mathfrak{a}_{F \mathrm{q}}\right)\right|^{-1}
$$

Proof. The proof is basically a counting argument. Let $\mathcal{P}\left(\mathfrak{a}_{F q}\right)$ be the set of $P \in \mathcal{P}_{\sigma}$ with $\mathfrak{a}_{P \mathrm{q}}=\mathfrak{a}_{F \mathrm{q}}$. For each parabolic subgroup $P \in \mathcal{P}\left(\mathfrak{a}_{F \mathrm{q}}\right)$
there exists a unique subset $F_{P} \subset \Delta$ such that $P$ is $W$-conjugate to $P_{F_{P}}$. Clearly, $F_{P} \sim F$ and the map $p: P \mapsto F_{P}$ is surjective from $\mathcal{P}\left(\mathfrak{a}_{F \mathrm{q}}\right)$ onto $[F]$. For each $F^{\prime} \in[F]$, the natural map $W\left(\mathfrak{a}_{F^{\prime} \mathrm{q}} \mid \mathfrak{a}_{F \mathrm{q}}\right) \rightarrow \mathcal{P}_{\sigma}$ given by $w \mapsto w P_{F} w^{-1}$ is surjective onto the fiber $p^{-1}\left(P_{F^{\prime}}\right)$. Since the action of $W\left(\mathfrak{a}_{F \mathrm{q}}\right)$ on $W\left(\mathfrak{a}_{F^{\prime}} \mid \mathfrak{a}_{F \mathrm{q}}\right)$ by right composition is simply transitive, it follows that each fiber $p^{-1}\left(P_{F^{\prime}}\right)$ consists of $\left|W\left(\mathfrak{a}_{F q}\right)\right|$ elements. The disjoint union of these fibers is $\mathcal{P}\left(\mathfrak{a}_{F q}\right)$. By $W$-invariance of the residue weight it follows that

$$
1=\sum_{P \in \mathcal{P}\left(\mathfrak{a}_{F \mathfrak{q}}\right)} t(P)=\sum_{F^{\prime} \in[F]} \sum_{P \in p^{-1}\left(F^{\prime}\right)} t(P)=\sum_{F^{\prime} \in[F]}\left|W\left(\mathfrak{a}_{F \mathrm{q}}\right)\right| t\left(P_{F^{\prime}}\right),
$$

whence the result.
We now observe that $|W|\left|W_{F}\right|^{-1}\left|W\left(\mathfrak{a}_{F \mathrm{q}}\right)\right|^{-1}=\left[W: W_{F}^{*}\right]$. By application of the above lemma we may thus rewrite (14.1) as

$$
\begin{equation*}
f=\sum_{[F] \in 2^{\Delta} / \sim}\left[W: W_{F}^{*}\right] \mathcal{J}_{F} \mathcal{F}_{F} f . \tag{14.5}
\end{equation*}
$$

In particular, this expression is independent of the choice of the residue weight $t$. We can now clarify the role of the residue weight in the argumentation leading up to (14.5). The residue weight $t$ determines the weight by which each $F^{\prime}$ from $[F]$ contributes to the term corresponding associated with $[F]$ in the summation in (14.5).

To get the full statement of Theorem 11.26 it remains to study the operators $\mathcal{F}_{Q} \circ \mathcal{J}_{P}$ from $\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}\right) \otimes \mathcal{A}_{2, P}$ to $\mathcal{S}\left(i \mathfrak{a}_{Q \mathrm{q}}\right) \otimes \mathcal{A}_{2, Q}$. The key observation is that this operator is continuous linear and intertwines the natural $\mathbb{D}(\mathrm{X})$ module structures of these spaces determined by $\mu_{P}$ and $\mu_{Q}$ respectively, by Lemma 11.17. Using Theorems 5.4 and 5.6 on the discrete series it can be deduced that the composition $\mathcal{F}_{Q} \circ \mathcal{J}_{P}$ is zero unless $P$ and $Q$ are associated. Moreover, if $P=Q$ then the composition equals

$$
\mathcal{F}_{P \circ} \circ \mathcal{J}_{P}=\left[W: W_{P}^{*}\right]^{-1} \mathrm{P}_{W\left(\mathfrak{a}_{P \mathrm{q}}\right)},
$$

where $\mathrm{P}_{W\left(\mathfrak{a}_{P \mathrm{q}}\right)}$ is the orthogonal projection from $\mathcal{S}\left(i \mathfrak{a}_{P \mathrm{q}}^{*}\right) \otimes \mathcal{A}_{2, P}$ onto the subspace of $W\left(\mathfrak{a}_{P q}\right)$-invariants, see (11.16). If we combine this with the inversion formula (14.5), the remaining assertion of Theorem 11.26 follows.

## The relation with representation theory

In the theory exposed above, the generalized Eisenstein integrals are obtained as residues from Eisenstein integrals associated with the minimal
$\sigma$-principal series. To establish the Plancherel theorem in the sense of representation theory they must still be identified with matrix coefficients of the generalized principal series representations defined in Section 7; we recall that the definition of these matrix coefficients for the generalized principal series is due to [34]. For the minimal principal series it is due to [6]. The identification of Eisenstein integrals as matrix coefficients, described in Section 11, is established in the paper [22]. We shall briefly outline the argument. For $\delta \in \widehat{K}$ we define the representation $\left(\tau_{\delta}, V_{\tau_{\delta}}\right)$ of $K$ as in Section 11. Thus, $V_{\tau_{\delta}}=V_{\delta} \otimes V_{\delta}^{*}$. Let $\delta_{e}: V_{\tau_{\delta}} \rightarrow \mathbb{C}$ denote the natural contraction map $v \otimes v^{*} \mapsto v^{*}(v)$. Let $Q \in \mathcal{P}_{\sigma}, \xi \in \mathrm{X}_{Q, *, d s}$. Then for generic $\nu$ we define a linear map $\left.J_{Q, \xi, \nu, \delta}: \overline{V(Q, \xi)} \otimes L^{2}(K: \xi)_{\delta} \rightarrow C^{\infty}(\mathrm{X})_{\delta}\right)$ by the formula

$$
\begin{equation*}
J_{Q, \xi, \nu, \delta}(T)(x)=\delta_{e}\left[E_{\delta}^{\circ}(Q: \nu: x) \psi_{T}\right], \tag{14.6}
\end{equation*}
$$

for $T \in \overline{V(Q, \xi)} \otimes L^{2}(K: \xi)_{\delta}$ and $x \in \mathrm{X}$. Here the index $\delta$ on the Eisenstein integral indicates that we have taken the Eisenstein integral for $\tau=\tau_{\delta}$. Moreover, the map $T \mapsto \psi_{T}$ from $\overline{V(Q, \xi)} \otimes L^{2}(K: \xi)_{\delta}$ to $\mathcal{A}_{2, Q}$ is defined as in the text preceding Definition 11.2. If we compare with the definition just mentioned, we see that the function $J_{Q, \xi, \nu, \delta}(T)$ is our candidate for the matrix coefficient (11.3).

It is readily seen that the map $J_{Q, \xi, \nu, \delta}$ is $K$-equivariant. We define the map

$$
J_{Q, \xi, \nu}: \overline{V(Q, \xi)} \otimes L^{2}(K: \xi)_{K} \rightarrow C^{\infty}(\mathrm{X})_{K}
$$

by taking the direct sum of the $J_{Q, \xi, \nu, \delta}$, for $\delta \in \widehat{K}$.
Proposition 14.4 The map $J_{Q, \xi, \nu}$ is $(\mathfrak{g}, K)$-equivariant for the infinitesimal representations associated with $1 \otimes \pi_{Q, \xi,-\nu}$ and $L$.

This proposition is proved in [22] by studying left derivatives of Eisenstein integrals. These can be identified with Eisenstein integrals for different $K$-types by an asympotic analysis involving the use of the vanishing theorem from [20].

Keeping (11.4) in mind, we see that Proposition 14.4 allows us to define a $(\mathfrak{g}, K)$-equivariant Fourier transform by transposition as follows. For $f \in$ $C_{c}^{\infty}(\mathrm{X})_{K}$ we define $\hat{f}(Q: \xi: \nu) \in \overline{V(Q, \xi)} \otimes L^{2}(K: \xi)_{K}$ by

$$
\langle\hat{f}(Q: \xi: \nu), T\rangle=\int_{\mathrm{X}} f(x) \overline{J_{Q, \xi,-\bar{\nu}}(T)(x)} d x
$$

for all $T \in \overline{V(Q, \xi)} \otimes L^{2}(K: \xi)_{K}$. By using Theorem 11.26, the Plancherel theorem for spherical functions, combined with the relation (11.10), it is then
shown that the Fourier transform $f \mapsto \hat{f}(Q, \xi)$ extends to a $G$-equivariant partial isometry from $L^{2}(\mathrm{X})$ to the space $\mathfrak{L}^{2}(Q, \xi)$ defined in (10.11). Moreover, Theorem 10.21 can be derived from Theorem 11.26 along the lines indicated in Section 11.

Finally, at the end of [22], the Eisenstein integrals are identified as matrix coefficients of the principal series. First, by application of the automatic continuity theorem due to W. Casselman and N. Wallach, see [89], Thm. 11.6.7, it is shown that the map $J_{Q, \xi, \nu}$ extends to a continuous linear map from $\overline{V(Q: \xi)} \otimes C^{\infty}(K: \xi)$ to $C^{\infty}(\mathrm{X})$, intertwining $1 \otimes \pi_{Q, \xi,-\nu}$ with $L$. Therefore,

$$
\operatorname{ev}_{e} \circ J_{Q, \xi, \nu} \in \overline{V(Q, \xi)}^{*} \otimes C^{-\infty}(Q: \xi: \bar{\nu})^{H} .
$$

By an asymptotic analysis based on the known asymptotic behavior of the Eisenstein integral it is then shown that

$$
\operatorname{ev}_{e} \circ J_{Q, \xi, \nu}(\eta \otimes \varphi)=\left\langle\varphi, j^{\circ}(Q: \xi: \bar{\nu}) \eta\right\rangle,
$$

for $\eta \otimes \varphi \in \overline{V(Q, \xi)} \otimes C^{\infty}(K: \xi)$. This implies that $J_{Q, \xi, \nu}=\mathrm{M}_{Q, \xi,-\nu}$. Combining this with (14.6) we obtain the equality of Definition 11.2, expressing the Eisenstein integral as a sphericalized generalized matrix coefficient.

## 15 Appendix: Groups of Harish-Chandra's class

A Lie group $G$ is said to be real reductive if its Lie algebra $\mathfrak{g}$ is a real reductive Lie algebra. This in turn means that $\mathfrak{g}_{1}:=[\mathfrak{g}, \mathfrak{g}]$ is a semisimple real Lie algebra and that

$$
\mathfrak{g}=\mathfrak{c} \oplus \mathfrak{g}_{1},
$$

with $\mathfrak{c}$ the center of $\mathfrak{g}$.
Definition 15.1 A Lie group $G$ is said to belong to Harish-Chandra's class if it is real reductive and satisfies the following conditions.
(a) $G$ has finitely many connected components.
(b) The image of $G$ under the adjoint representation $\mathrm{Ad}: G \rightarrow \mathrm{GL}\left(\mathfrak{g}_{\mathrm{c}}\right)$ is contained in the identity component of Aut ( $\mathfrak{g}_{\mathrm{c}}$ ).
(c) The analytic subgroup $G_{1}$ with Lie algebra $\mathfrak{g}_{1}$ has finite center.

We shall use the abbreviation $\mathcal{H}$ for this class of groups. Clearly, a connected semisimple Lie group belongs to the class $\mathcal{H}$ if and only if it has finite center. The class $\mathcal{H}$ was introduced by Harish-Chandra [58] for a twofold reason. First, all main facts from the structure theory of connected
semisimple groups extend to groups of Harish-Chandra's class, as we shall indicate below. Second, Harish-Chandra's class behaves well with respect to a certain type of induction, see the text following Proposition 6.10.

We shall describe those properties of groups of Harish-Chandra's class that explain how to extend the familiar Cartan decomposition $G=K \exp \mathfrak{p}$ for connected semisimple groups with finite center to all groups from $\mathcal{H}$.

We start with some general observations, the proofs of which are not difficult. It is readily seen that any Lie group with finitely many connected components and abelian Lie algebra is in $\mathcal{H}$. Moreover, any connected compact Lie group belongs to $\mathcal{H}$. The product of two groups from $\mathcal{H}$ belongs to $\mathcal{H}$ again. If $p: \tilde{G} \rightarrow G$ is a surjective homomorphism of Lie groups with finite kernel, one readily sees that $G$ belongs to $\mathcal{H}$ if and only if $\tilde{G}$ does.

The following facts are somewhat more difficult to establish. We shall not give proofs here, referring to [84], pp. 192-201, instead. We assume that $G$ belongs to $\mathcal{H}$.

The first important fact is that $G_{1}$ is a closed subgroup of $G$. We note that $G_{1}$ is connected semisimple with finite center, hence belongs to $\mathcal{H}$. Let $C=$ ker Ad. Then $C_{e}$ is a closed central subgroup of $G_{e}$ with Lie algebra $\mathfrak{c}$. Let $\mathfrak{t}$ be the linear span of the kernel of $\exp : \mathfrak{c} \rightarrow C$ and let $\mathfrak{v} \subset \mathfrak{c}$ be a complementary linear subspace. Then $T=\exp \mathfrak{t}$ is a maximal compact subgroup and $V=\exp \mathfrak{v}$ a maximal closed vector subgroup of $C_{e}$, and $C_{e} \simeq T \times V$ via the natural multiplication map. One readily sees that $T$ is the unique maximal compact subgroup of $C_{e}$. A maximal closed vector subgroup of $C_{e}$ is called a split component for $G$. It is readily verified that every split component of $G$ arises as above for some choice of $\mathfrak{v}$. From now on we assume a split component $V$ of $G$ to be fixed.

We define $X(G)$ to be the group of continuous multiplicative characters $G \rightarrow \mathbb{R}^{*}$ and put

$$
{ }^{\circ} G:=\cap_{\chi \in X(G)} \quad \text { ker }|\chi| .
$$

The idea behind this definition is that ${ }^{\circ} G$ contains any compact subgroup of $G$, as well as any closed connected semisimple subgroup. Moreover, it has trivial intersection with $V$. Taking this into account, the following result is not surprising.

Lemma 15.2 The group ${ }^{\circ} G$ belongs to $\mathcal{H}$ and $G \simeq{ }^{\circ} G \times V$ via the natural multiplication map.

Corollary 15.3 Every compact subgroup of $G$ is contained in ${ }^{\circ} G$. Moreover, every maximal compact subgroup of ${ }^{\circ} G$ is maximal compact in $G$.

Proof. These statements follow from the above lemma since $G /{ }^{\circ} G \simeq V$ has no compact subgroups but $\{1\}$.

The maximal compact subgroups of ${ }^{\circ} G$, hence those of $G$, can be found from those of $G_{1}$.

Proposition 15.4 Let $K$ be a maximal compact subgroup of ${ }^{\circ} G$. Then

$$
\begin{equation*}
{ }^{\circ} G=K G_{1} \tag{15.1}
\end{equation*}
$$

Moreover, $K_{1}:=K \cap G_{1}$ is a maximal compact subgroup of $G_{1}$. Conversely, let $K_{1}$ be a maximal compact subgroup of $G_{1}$ with Lie algebra $\mathfrak{k}_{1}$. Then $K:={ }^{\circ} G \cap \operatorname{Ad}^{-1}\left(\operatorname{Ad}\left(K_{1}\right)\right)$ is a maximal compact subgroup of ${ }^{\circ} G$, hence of $G$, with Lie algebra $\mathfrak{t}+\mathfrak{k}_{1}$.

Finally, the map $K \mapsto K \cap G_{1}$ sets up a bijective correspondence between the maximal compact subgroups of $G$ and those of $G_{1}$.

From the theory of semisimple groups we now recall the fact that $G_{1}$ has a maximal compact subgroup and that all maximal compact subgroups of $G_{1}$ are conjugate. Combining this with the above proposition we see that all maximal compact subgroups of $G$ are conjugate by an element of $G_{1}$. In fact, this statement can be refined by using the notion of a Cartan involution.

Definition 15.5 A Cartan involution of $G$ is an involution $\theta$ of $G$ for which the associated group of fixed points $G^{\theta}$ is maximal compact in $G$.

If $\theta$ is a Cartan involution of $G$, with fixed point group $K$, then clearly $\theta$ leaves $G_{1}$ invariant. Moreover, the group of fixed points of the restricted involution $\theta_{1}=\left.\theta\right|_{G_{1}}$ equals $K \cap G_{1}$, which is maximal compact in $G_{1}$, so that $\theta_{1}$ is a Cartan involution of $G_{1}$.

Conversely, we will show that every Cartan involution $\theta_{1}$ of $G_{1}$, with fixed point group $K_{1}$, extends to a Cartan involution $\theta$ of $G$. In view of Proposition 15.4 , its group of fixed points must then be the unique maximal compact subgroup of $G$ containing $K_{1}$. To find $\theta$ we proceed as follows. Let the infinitesimal involution associated with $\theta_{1}$ be denoted by the same symbol. Let

$$
\mathfrak{g}_{1}=\mathfrak{k}_{1} \oplus \mathfrak{p}_{1}
$$

be the associated infinitesimal Cartan decomposition whose summands are the +1 and -1 eigenspaces of $\theta_{1}$ respectively. Then $G_{1}=K_{1} \exp \left(\mathfrak{p}_{1}\right)$, the $\operatorname{map}(k, X) \mapsto k \exp X$ being a diffeomorphism $K_{1} \times \mathfrak{p}_{1} \rightarrow \mathfrak{g}_{1}$.

Let $K \subset{ }^{\circ} G$ be the unique maximal compact subgroup of ${ }^{\circ} G$ with $K \cap G_{1}=K_{1}$. Then it follows from the Cartan decomposition for $G_{1}$ combined with (15.1) that the map $K \times \mathfrak{p}_{1} \rightarrow{ }^{\circ} G,(k, X) \mapsto k \exp X$ is a diffeomorphism. Moreover, $\operatorname{Ad}(K)$ normalizes $\mathfrak{p}_{1}$. It follows that we may extend $\theta_{1}$ to an involution $\theta$ of ${ }^{\circ} G$ by requiring it to be the identity on $K$. It is now readily seen that $\theta$ is the unique extension of $\theta_{1}$ to a Cartan involution of ${ }^{\circ} G$.

Finally, using Lemma 15.2 , we may extend $\theta$ to a Cartan involution of $G$ by requiring that $\theta(a)=a^{-1}$ for $a \in V$. This extension is not unique, since it depends on the choice of $V$. There is a resulting infinitesimal Cartan decomposition $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ with $\mathfrak{k}=\mathfrak{t}+\mathfrak{k}_{1}$ and $\mathfrak{p}=\mathfrak{p}_{1} \oplus \mathfrak{v}$. Moreover, on the level of the group we find that

$$
G=K \exp \mathfrak{p},
$$

the map $(k, X) \mapsto k \exp X, K \times \mathfrak{p} \rightarrow G$ being a diffeomorphism. Finally, given $K$ as above, the map $X \mapsto \exp X K \exp (-X)$ defines a bijection from $\mathfrak{p}_{1}$ onto the set of maximal compact subgroups of $G$.
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