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## Contents



## Introduction

In these notes we study the connection between infinitesimally central extensions of Chevalley groups and universal central extensions of their Lie algebras. Here an infinitesimally central extension is a morphism of algebraic groups $\phi: H \rightarrow G$ such that, if $g$, $\underline{h}$ denote the Lie algebra of $G, H$ respectively,
(i) $\phi$ is surjective and separable,
(ii) the kernel of the derivative $d \phi$ of $\phi$ is contained in the centre of the Lie algebra $\underline{h}$.

We will restrict ourselves to the case that $\underline{h}=[\underline{h}, \underline{h}]$.
Assume that $g=[g, g]$. Then a universal central extension $\pi: g^{*} \rightarrow g$ exists. It may be characterized as a homomorphism $\pi: g^{*} \rightarrow g$ such that
(i) $\pi$ is surjective,
(ii) $\underline{g}^{*}=\left[\underline{g}^{*}, \underline{g}^{*}\right]$,
(iii) the kernel of $\pi$ is contained in the centre of $\mathrm{g}^{*}$,
(iv) g* is universal with respect to (i), (ii), (iii).

Condition (iv) is equivalent to
(iv)' If $\tau: g^{\prime} \rightarrow g^{*}$ is a homomorphism satisfying (i), (ii), (iii) with $\pi$ replaced by $t$ and $g^{*}$ replaced by $g^{\prime}$, then $t$ is an isomorphism. (See section 1 of these notes or [22]).

Let $G$ be a Chevalley group with Lie algebra g such that
$\mathrm{g}=[\mathrm{g}, \mathrm{g}]$. If the characteristic is not 2 or 3 then the universal
central extension $\pi: g^{*} \rightarrow g$ is trivial, i.e. $\pi$ is an isomorphism. This was proved by Steinberg in [23]. In section 3 we complete this result. We detemine the structure of $\mathrm{g}^{*}$ in arbitrary characteristic by solving the analogous problem over $\mathbb{Z}$. (see Theorem 3.5 and Proposition 1.3 (vi)).

In describing $g^{*}$ the notion of a degenerate sum in the lattice spanned by a root system is helpful. A degenerate sum is a sum of two linearly independent roots which is itself a p-multiple of a weight. ( $p$ is the characteristic). These degenerate sums are classified in section 2. It is seen that they only occur in characteristics 2 and 3 . If there are no degenerate sums then $\mathrm{g}^{*}=\mathrm{g} \cdot$ (This generalizes Steinbergs result).

Let $\phi: H \rightarrow G$ be an infinitesimally central extension with $\underline{h}=[\underline{h}, \underline{h}]$. Then $\underline{h}$ is isomorphic to a quotient of $g^{*}$. If $g=g^{*}$ then $h=g$ and the connected component of $H$ is a quotient of the simply connected covering of $G$. (See Springer-Steinberg, [2] E, §2). So the simply connected covering is a universal element in the class of extensions under consideration. Now we assume that $g \neq g^{*}$. Then we look for an extension $\phi: H \rightarrow G$ as above such that $\underline{h}$ is isomorphic to $g^{*}$ and we ask whether this extension is a universal element. The existence of an extension with $\underline{h} \simeq g^{*}$ is proved in section 10 for a simply connected almost simple Chevalley group $G$. The proof is based on the construction (case by casel of a suitable 2-cocycle of $G$ in ker $\pi$. (There is a natural action of $G$ on $g^{*}$ which gives ker $\pi$ the structure of a $G$-module). One gets a Hochschild-extension $\phi: G^{*} \rightarrow G$ which satisfies the requirements. Note that its radical is isomorphic to ker $\pi$ and is hence commutative. Now we deal with the question whether $\phi$ is universal in the class of infinitesimally central extensions $H \rightarrow G$ with $\underline{h}=[\underline{h}, \underline{h}]$. The answer is affirmative if $G$ is not of type $B_{3}$ in characteristic 2. (In the case of type $B_{3}$ in characteristic 2 the class also contains extensions with noncommutative radicals. We don't give a proof of this fact). More generally, if $G$ is Chevalley group with $g=[g, g]$ and if $G$ has no
factor of type $B_{3}$ in characteristic 2, then there is a universal solution $\phi_{1}: G_{1}^{*} \rightarrow G$. (see Theorem 13.9). It is obtained by applying the solutions from section 10 to the simply connected coverings of the almost simple factors of $G$. Here it should be noted that $\mathrm{g} \neq \mathrm{g}^{*}$ implies that G has a simply connected factor (see 7.1, Remark). The proof of the fact that $\phi_{1}$ is universal resembles the proof of the "Théorème fondamental" in [12], Exposé XXIII: We construct a set of generators and defining relations for $G_{1}^{*}$ and prove that the same relations hold in all extensions of the class under consideration. (They are not defining relations for all these extensions). The generators and relations are very similar to Steinbergs generators and defining relations for a simply connected Chevalley group (see [22] or [23]). The analogy with simply connected Chevalley groups is also stressed by results about the group of automorphisms of G* (see Corollary 13.7) and about embeddings of groups of distinct types into each other (see Theorem 13.14 and compare with [22] or [24]).

I feel indebted to professor T.A. Springer for his frequent advice and to professor F.D. Veldkamp who suggested the search for the groups G*. I owe much to Mark Krusemeyer and Roelof Bruggeman for many useful discussions. I wish to thank miss $A$. van Hoof and mrs. P. van der Kuilen for careful typing.

## CONVENTIONS

We will use mainly the same terminology as Borel in [1] and Steinberg in [22]. There are some modifications:

1. All algebraic groups are assumed to be affine.
2. All Chevalley groups are considered as algebraic groups. So a Chevalley group is an algebraic group that is obtained by the Chevalley construction from a faithful representation of a complex semi-simple Lie algebra. It is not necessarily of adjoint type. In fact we shall usually consider the simply connected types.

In dealing with varieties (not necessarily irreducible), we shall, as usual, write $V$ for the set $V(K)$ (or $V_{K}$ ) of K-rational points in $V$, $K$ being an algebraically closed field. A map $V \rightarrow W$ shall be called a morphism, if it is a morphism of varieties. 3. In order to avoid ambiguities, a morphism of algebraic groups will be called a homomorphism and not just a morphism. So we shall speak of morphisms between algebraic groups that are not homomorphisms, but just morphisms of varieties.
4. If only one root length occurs in a root system then all roots are called long and not short.

## §1. Universal central extensions. Central trick

In this section we introduce universal central extensions of Lie algebras, cf. [22]).
1.1. Let $R$ be a ring. (Rings are commutative and have a unit).

A Lie algebra over $R$ is an $R$-module $g$, together with an $R$-bilinear composition
[,] : $g \times g \rightarrow g$ that satisfies
(i) $[X, X]=0$ for all $X \in \underline{g}$ (anti-symmetry).
(ii) $[X,[Y, Z]]+[Z,[X, Y]]+[Y,[Z, X]]=0$ for all $X, Y, Z \in \mathrm{~g}$. (Jacobi-relation).

So a Lie algebra over $R$ is not necessarily a free $R$-module.

Homomorphisms are defined as usual. The centre of g, i.e. $\{X \in \underline{g} \mid[X, Y]=0$ for all $Y \in \underline{g}\}$, is denoted $\underline{z}(\underline{g})$. An extension of $g$ is a surjective homomorphism of Lie algebras $\pi: \underline{k} \rightarrow \underline{g} \cdot A$ central extension is an extension $\pi: \underline{k} \rightarrow \underline{g}$, satisfying ker $\pi \subset \underline{z}(\underline{k})$. A universal central extension is a central extension $\pi: \underline{g}^{*} \rightarrow \underline{g}$ with the property:
If $\phi: \underline{k} \rightarrow \underline{g}$ is a central extension, then there is exactly one homomorphism $\psi: \underline{g}^{*} \rightarrow \underline{k}$ such that $\phi_{0} \psi=\pi$. Note that $\psi$ is not necessarily surjective. Henceforth $\pi: g^{*} \rightarrow \mathrm{~g}$ will always denote a universal central extension of $g$. A Lie algebra $g$ is centrally closed if id: $g \rightarrow \underline{g}$ is a universal central extension.
1.2. LEMMA (central trick).

If $\pi: \underline{k} \rightarrow \underline{g}$ is a central extension, and if $X, X^{\prime}, Y, Y^{\prime} \in \underline{k}$ are such that $\pi X=\pi X^{\prime}$ and $\pi Y=\pi Y^{\prime}$, then $[X, Y]=\left[X^{\prime}, Y^{\prime}\right]$.

PROOF. $Y-Y^{\prime} \in$ ker $\pi \subset \underline{z}(\underline{k})$, so $[X, Y\rceil=\left\{X, Y^{\prime}\right]$. In the same way $\left[X, Y^{\prime}\right]=\left[X^{\prime}, Y^{\prime}\right]$, whence the lemma.

The central trick is an important tool for lifting properties from $g$ to $k$. Its usefulness was demonstrated by $R$. Steinberg in [23].
1.3. PROPOSITION. (cf. [22], §7).
(i) If $\phi: g^{\prime} \rightarrow \underline{g}$ and $\psi: g^{\prime \prime} \rightarrow g^{\prime}$ are central extensions, and $\left[g^{\prime \prime}, g^{\prime \prime}\right]=g^{\prime \prime}$, then $\phi_{0} \psi: g^{\prime \prime} \rightarrow g$ is a central extension.
(ii) g has a universal central extension if and only if $\mathrm{g}=[\mathrm{g}, \mathrm{g}]$.
(iii) Universal central extensions of $g$ are isomorphic.
(iv) If $\pi: \underline{g}^{*} \rightarrow \mathrm{~g}$ is a universal central extension, then
$\left[\underline{g}^{*}, \underline{g}^{*}\right]=\underline{g}^{*}$ and $\underline{g}^{*}$ is centrally closed.
(v) If $\pi: g^{*} \rightarrow g$ is a universal central extension, $\psi: g \rightarrow \underline{k}$
a homomorphism, $\phi: \underline{k}^{\prime} \rightarrow \underline{k}$ a central extension, then there is exactly one $\hat{\psi}: g^{*} \rightarrow \underline{k}^{\prime}$ such that $\phi_{0} \hat{\psi}=\psi_{0} \pi$.

If $\psi$ is surjective then $\psi\left(\mathrm{g}^{*}\right)=\left[\underline{k}^{\prime}, \underline{k}^{\prime}\right]$.
(vi) Let $R, S$ be rings, $S$ an R-algebra.

Let $g$ be a Lie algebra over $R$ with universal central extension $\pi: \mathrm{g}^{*} \rightarrow \mathrm{~g}$.

Then $\pi \otimes$ id: $g^{*} \otimes_{R} S \rightarrow \underline{g} \otimes_{R} S$ is a universal central extension of Lie algebras over $S$.

PROOF.
(i) From Jacobi it follows that
$\left[\operatorname{ker}(\phi \psi),\left[\underline{g}^{\prime \prime}, \underline{g}^{\prime \prime}\right]\right] \subset\left[g^{\prime \prime},\left[\operatorname{ker}(\phi \psi), \underline{g}^{\prime \prime}\right]\right]$.
And
$\psi\left[\operatorname{ker}(\phi \psi), \underline{g}^{\prime \prime}\right] \subset\left[\operatorname{ker} \phi, \mathrm{g}^{\prime}\right]=0$, so
$\left[\underline{g}^{\prime \prime},\left[\operatorname{ker}(\phi \psi), g^{\prime \prime}\right]\right] \subset\left[\underline{g}^{\prime \prime}, \operatorname{ker} \psi\right]=0$.
(ii) Only if part.

Set $r=$ projection of $g$ on $g /[g, g]$. Suppose $\pi: g^{*} \rightarrow g$ exists.

If $\sigma: A \rightarrow B$ and $\tau: A \rightarrow C$, then we denote $\sigma \oplus \tau$ the map $x \mapsto(\sigma(x), \tau(x))$. So we have $\pi \oplus r \pi t g^{*} \rightarrow g \oplus g /[g, g]$ and $\pi \oplus 0: \mathrm{g}^{*} \rightarrow \mathrm{~g} \oplus \mathrm{~g} /[\mathrm{g}, \mathrm{g}]$. The projection of $\mathrm{g} \oplus \mathrm{g} /[\mathrm{g}, \mathrm{g}]$ on the first factor is a central extension $P_{1}$ of $g$. As $p_{1}(\pi \oplus r \pi)=$ $P_{1}(\pi \oplus 0)$, we have $r \pi=0$ by unicity, so $g=[g, g]$. If part.

We give a construction of $\pi: g^{*} \rightarrow g$, supposing that $g=[g, g]$.
In the R -module $\mathrm{g} \otimes_{\mathrm{R}} \mathrm{g}$ we define the bilinear composition [,]by $\left[X \otimes Y, X^{\prime} \otimes Y^{\prime}\right]=[X, Y] \otimes\left[X^{\prime}, Y^{\prime}\right]$.

Let $N$ be the submodule generated by
(1) $[P, P]$,
(2) $[P,[Q, R]]+[R,[P, Q]]+[Q,[R, P]],(P, Q, R \in g \otimes g)$, and put $\mathrm{g}^{*}=\mathrm{g} \otimes_{\mathrm{R}} \mathrm{g} / \mathrm{N}$. Then $\mathrm{g}^{*}$ is a Lie algebra.
Choose $\pi: \mathrm{g}^{*} \rightarrow \mathrm{~g}$ such that $\pi\{X \otimes Y\}=\{X, Y]$. (Here $\{X \otimes Y\}$ denotes the residue class of $X \otimes Y$ ).

It is easy to check that $\pi$ is well-defined. Then it is seen from $g=[g, g]$ that $\pi$ is an extension, which is central because of the definition of $[$,$] in g \otimes g$.

Now let $\phi: \underline{k} \rightarrow \underline{g}$ be a central extension.
Choose a section $s$ of $\phi$, i.e, a mapping $s$ such that $\phi_{0} s=i d$ Using the central trick (Lemma 1.2), we see that ( $X, Y$ ) $\mapsto[s X, s Y]$ is bilinear, so a mapping $g(\underline{g} \rightarrow \underline{k}$ is induced. Using the central trick again, we see that it is a homomorphism of non-associative algebras. Therefore a Lie algebra homomorphism $\psi: \mathrm{g}^{*} \rightarrow \underline{k}$ is induced, satisfying $\phi_{0} \psi\{X \otimes Y\}=\phi[s X, s Y]=[X, Y]=\pi\{X \otimes Y\}$. Now suppose $\psi^{\prime}$ is a homomorphism satisfying $\phi_{0} \psi^{\prime}=\pi$. Then $\psi^{\prime}[P, Q]=\left[\psi^{\prime} P, \psi^{\prime} Q\right]=[\psi P, \psi Q]=\psi[P, Q]$ by the central trick. As
$g=[g, g]$, we see that every $\{X \otimes Y\} \in g^{*}$ is of the form [ $\mathrm{P}, \mathrm{Q}]$.

So we are done, and we also have proved that $\mathrm{g}^{*}=\left[\mathrm{g}^{*}, \mathrm{~g}^{*}\right]$.
(iii) Use abstract nonsense.
(iv) By the last remark in the proof of (ii) we only have to prove that $\mathrm{g}^{*}$ is centrally closed. Let $\mathrm{g}^{* *} \rightarrow \mathrm{~g}^{*}$ be a universal central extension. Using (i) we see that $\mathrm{g}^{* *} \rightarrow \mathrm{~g}$ is a central extension. So the extension $g^{* *} \rightarrow g^{*}$ splits, and we have $\mathrm{g}^{* *} \cong \mathrm{~g}^{*}$ ( $\underset{\mathrm{i}}{ }$ where $\underline{i}$ denotes the abelian Lie algebra $\operatorname{ker}\left(\underline{g}^{* *} \rightarrow \underline{g}^{*}\right)$. As $\underline{g}^{* *}=\left[\underline{g}^{* *}, \underline{g}^{* *}\right]$ this implies that $\underset{\underline{i}}{ }=0$.
(v) As in the proof of (iv) we choose a section $s$ of $\phi$ and see that $(X, Y) \mapsto[s \psi X, s \psi Y]$ is bilinear. Again a Lie algebra homomorphism is induced, and again it is unique by the central trick. Now suppose $\psi$ is surjective. Then $\hat{\psi} g^{*}=\hat{\psi}\left[g^{*}, g^{*}\right]=$ $=\left[\hat{\psi}_{\underline{g}}{ }^{*}, \hat{\psi} \underline{g}^{*}\right]=\left[\underline{k}^{\prime}, \underline{k}^{\prime}\right]$ by the central trick.
(vi) The construction of $g^{*}$ we gave in the proof of (ii) commutes with the base transformation from $R$ to $S$. (The functor - $\otimes_{R} S$ is right exact).

## §2. Degenerate sums. The extension $r: g_{\mathbb{Z}}^{1} \rightarrow g_{\mathbb{Z}}$.

In this section we shall introduce degenerate sums. Besides that we derive some technicalities involving root systems and their classification (see [4]). Omitting some defining relations for $\mathrm{g}_{\mathbb{Z}}$ we construct a central extension $r: g_{\mathbb{W}}^{\prime} \rightarrow g_{\mathbb{Z}}$
2.1. NOTATIONS.

We are going to consider Lie algebras of simply connected almost simple Chevalley groups in characteristic $p>0$. So let $k$ be $a$ field of characteristic $p>0, K$ its algebraic closure, $G$ a simply connected almost simple Chevalley group viewed as an algebraic group defined over $k$, $g$ the Lie algebra of $G$. The set of $k$-rational
points in $g$ is denoted $\mathrm{g}_{\mathrm{k}}$.
It is a Lie algebra over $k$. We use the following standard notations (see [22]).
$1=r a n k$ of $G$,
$g_{\mathbb{C}}=$ the complex Lie algebra corresponding to $g$, $\Sigma=$ the (irreducible) root system. (It is assumed to be ordered). $W=$ Weyl group,
$\left\{X_{\alpha}, H_{\alpha} \mid \alpha \in \Sigma\right\}=$ set of Chevalley generators in $g_{Q}$, or the corresponding set of generators in $g$.
$\left\{N_{\alpha \beta}\right\}=$ the corresponding set of structure constants, $\left\{x_{\alpha}(t) \mid \alpha \in \Sigma, t \in K\right\}=$ the set of generators of $G$.
$w_{\alpha}(t)=x_{\alpha}(t) x_{-\alpha}\left(-t^{-1}\right) x_{\alpha}(t)$, for $\alpha \in \Sigma, t \in K^{x}=K\{0\}$.
$h_{\alpha}(t)=w_{\alpha}(t) w_{\alpha}(1)^{-1}$, for $\alpha \in \Sigma, t \in K^{x}$.
$\Omega=$ the open cell, consisting of the elements

```
        # { x ( 
        u}\mp@subsup{\alpha}{}{\prime}\inK,\mp@subsup{t}{\alpha}{}\in\mp@subsup{K}{}{\times}\mathrm{ (see [ 8 ], Proposition 1).
(x,y) = xyx -1 y 
(x,y) = the inner product of }x\mathrm{ and }y\mathrm{ if }x,y\mathrm{ are elements of a real
    vector space.
```

The notation may also be used for an element of a direct product of varieties.
$g_{\mathbb{Z}}=\mathbb{Z}$ - Lie algebra generated by the $X_{\alpha}$, $H_{\alpha}$ in $g_{q}$. $\Gamma=$ lattice of weights, $\Gamma_{0}=$ sublattice generated by the roots.
$\langle\alpha, \beta\rangle=\frac{2(\alpha, \beta)}{(\beta, \beta)}$ for $\alpha, \beta$ in the real vector space with inner product which is generated by $\Sigma . \quad(\beta \neq 0)$.

If $\alpha, \beta \in \Sigma$, then $\langle\alpha, \beta\rangle \in \mathbb{Z}$. If $\alpha, \beta$ are (Iinearly) independant

```
roots with \(|\alpha| \leqslant|\beta|\) then \(|\langle\alpha, \beta\rangle| \leqslant 1\).
\(\left\{\alpha_{1}, \ldots, \alpha_{1}\right\}=\) set of simple roots, numbered as in [4],
\(\left\{\varepsilon_{i}\right\}=\) orthonomal basis that is used in [4] to describe the
    root system,
\(\left\{\delta_{i}\right\}=\) set of fundamental weights.
So we have \(\mathrm{g} \cong \mathrm{g}_{\mathbb{Z}} \otimes \mathrm{K}\),
\(\Gamma=\{\alpha \mid\langle\alpha, \Sigma\rangle \subset \mathbb{Z}\}\).
The ordering of \(\Sigma\) induces an ordering of \(\Gamma\) defined by: \(\alpha \geqslant \beta\) if
\(\alpha-\beta\) is a positive linear combination of the simple roots (see [4],
Ch. VI §1.6).
```

2.2. PROPOSITION, $\mathrm{g}_{\mathrm{k}}=\left[\mathrm{g}_{\mathrm{k}}, \mathrm{g}_{\mathrm{k}}\right]$ if and only if $\Sigma \cap \mathrm{pr}=\phi$. PROOF. $\Sigma \cap^{\prime} \mathrm{pl}^{\prime}$ consists of those roots $\alpha$ for which $\langle\alpha, \Sigma\rangle \subset p \mathbb{Z}$. So if $\Sigma \cap p r=\phi$, then for every $\alpha \in \Sigma$ there is $\beta \in \Sigma$ such that $X_{\alpha}=\langle\alpha, \beta\rangle^{-1}\left[H_{\beta}, X_{\alpha}\right]$ in $g_{k}$. The elements $X_{\alpha}$ generate $g_{k}$ as a Lie algebra. Conversely, suppose $\Sigma \cap p \Gamma \neq \varnothing$. Since $\Sigma \cap p \Gamma$ consists of W-orbits, it contains a simple root $\alpha$. For all simple roots $\beta$ one has $\langle\alpha, \beta\rangle \in p \mathbb{Z}$. Taking $\beta=\alpha$ one sees $p=2$. Taking roots corresponding to neighbours in the Dynkin diagram for B, one concludes that $\Sigma$ is of type $C_{1}, 1 \geqslant 1\left(C_{1}=A_{1}, C_{2}=B_{2}\right)$. One now checks that $\mathrm{g}_{\mathrm{k}} \neq\left[\mathrm{g}_{\mathrm{k}}, \mathrm{g}_{\mathrm{k}}\right]$ in these cases (see [17], Lemma 7).

COROLLARY.
(i) $g_{k}=\left[g_{k}, g_{k}\right]$ if and only if $\Sigma$ is not of type $c_{1}(1 \geqslant 1)$, or $p>2$.
(ii) $\mathrm{g}_{\mathbb{Z}}=\left[\mathrm{g}_{\mathbb{Z}}, \mathrm{g}_{\mathbb{Z}}\right]$ if and only if $\Sigma$ is not of type $c_{1}(1 \geqslant 1)$.

PROOF. We have to prove (ii).
If part.
For every $p$ we have $\left(g_{\mathbb{Z}} \bmod \left[g_{\mathbb{Z}}, g_{\mathbb{Z}}\right]\right) \otimes_{\mathbb{Z}} \mathbb{F}_{p}=0$ by (i).
So $\underline{g}_{\mathbb{Z}} \bmod \left[g_{\mathbb{Z}}, \underline{g}_{\mathbb{Z}}\right]=0$
Only if part.
Take $p=2$ and use (i).
2.3. LEMMA. Let $\alpha, \beta$ be independent roots.
 ducible root system.

If rank $\Sigma>2$ then $\gamma$ may be chosen such that rank $\Sigma_{1}=3$.

PROOF.
Let $\lambda_{0}, \ldots, \lambda_{q}$ be a sequence of roots such that $\lambda_{0}=\alpha,\left(\lambda_{i}, \lambda_{i+1}\right) \neq 0$, $\lambda_{q}=B$. Such a sequence exists because $\Sigma$ is irreducible. Now suppose $q$ is minimal and $q>2$. As $\left\langle\lambda_{1}, \lambda_{2}>\neq 0\right.$, we have $\lambda_{1}-\lambda_{2} \in \Sigma$ or $\lambda_{1}+\lambda_{2} \in \Sigma$. Say $\lambda_{1}+\lambda_{2} \in \Sigma$. As $q$ is minimal, we have $\left(\lambda_{2}, \lambda_{0}\right)=0$. And $\left(\lambda_{0}, \lambda_{1}\right) \neq 0$, so $\left(\lambda_{1}+\lambda_{2}, \lambda_{0}\right) \neq 0$. In the same way $\left(\lambda_{1}+\lambda_{2}, \lambda_{3}\right) \neq 0$. But then $\lambda_{0}, \lambda_{1}+\lambda_{2}, \lambda_{3}, \ldots, \lambda_{q}$ is a shorter sequence, which is a contradiction. So we may take $q \leqslant 2$. Define $\gamma=\lambda_{1}$. Then every irreducible component of $\Sigma_{1}$ which contains $\gamma$ contains $\alpha$ and $\beta$. So $\Sigma_{1}$ is irreducible. If rank $\Sigma>2$, then we have to consider two cases:

First suppose $\Sigma_{2}=(\mathbb{Z} \alpha+\cap \Sigma$ is a reducible root system (i.e. of type $A_{1} \times A_{1}$ ). Then we choose $\gamma$ as above.

Secondly suppose $\Sigma_{2}$ is irreducible.
Then we choose $\gamma \in \Sigma$ such that $\gamma$ is not orthogonal to $\Sigma_{2}$ and $\gamma$ is not in $\Sigma_{2}$. We always get an irreducible $\Sigma_{1}$ of rank 3 this way.
2.4. DEFINITION. Let $\gamma \in \Gamma, n \in \mathbb{Z}, n>1$. Then $\gamma$ is called a degenerate sum with respect to $n$ if
(i) There are independent roots $\alpha, \beta$ with $\alpha+\beta=\gamma$.
(ii) $\gamma \in n r$. This means that $\langle\gamma, \Sigma\rangle \subset n \mathbb{Z}$.

If $n=p$ then we just say that $\gamma$ is a degenerate sum, or that $\gamma$ is degenerate.
2.5. LEMMA. Let $\Sigma$ be as above, $\Sigma_{1}$ a subset of $\Sigma$.

If $\Sigma_{1}$ is an irreducible root system, and $\alpha, \beta \in \Sigma_{1}$ are independent, such that $\alpha+\beta$ is degenerate with respect to $n$ in $\Sigma$, then $\alpha+\beta$ is a degenerate sum with respect to $n$ in $\Sigma_{1}$ too.
The proof is trivial.
REMARK. The converse does not hold, as one can see from 2.8., Table 1.

### 2.6. LEMMA.

(i) If $n>3$ then no degenerate sums with respect to $n$ exist. So degenerate sums may only occur if $p=2$ or $p=3$.
(ii) If $p=2, \alpha, \beta \in \Sigma$ are independent, $\alpha+\beta$ is degenerate, then $(\alpha, \beta)=0$.
(iii) If $\alpha, \beta, \gamma, \delta$ are distinct roots, while $\alpha+\beta=\gamma+\delta$ is a degenerate sum, then $p=2$ and the same root lengths occur in both pairs of roots.

PROOF. If $\alpha, \beta$ are independent, $|\alpha| \leqslant|\beta|$, then $0<2+\langle\alpha, \beta><4$, so that $1 \leqslant\langle\alpha+\beta, \beta\rangle \leqslant 3$. This implies (i). If furthermore. $\langle\alpha+\beta, \beta\rangle \in 2 \mathrm{Z}$ then it follows that $\langle\alpha, \beta\rangle=0$, whence (ii).
(iii) Let $\beta$ have a largest length in the set $\{\alpha, \beta, \gamma, \delta\}$. Then $|\langle\gamma+\delta, \beta\rangle| \leqslant 2$.

And $\langle\gamma+\delta, \beta\rangle=\langle\alpha+\beta, \beta\rangle$ is again strictly positive.

So $p=2$ and $\alpha \perp \beta, \gamma \perp \delta$.
So $|\alpha|^{2}+|\beta|^{2}=|\alpha+\beta|^{2}=|\gamma+\delta|^{2}=|\gamma|^{2}+|\delta|^{2}$.
As, for fixed $\Sigma$, there are at most two possibilities for the values of the root lengths, there are at most four possibilities for the value of
$\left|\alpha^{\prime}\right|^{2}+\left|\alpha^{\prime \prime}\right|^{2}, \alpha^{\prime}, \alpha^{\prime \prime} \in \Sigma$.
These values correspond to the occurrence of root lengths in the pair $\alpha^{\prime}, \alpha^{\prime \prime}$.
2.7. We are now going to classify degenerate sums. We may restrict ourselves to one representative for each orbit under the action of $W$. Results will be given in 2.8., Table 1.

EXPLICIT DETERMINATION.
According to lemma 2.6. we may restrict ourselves to $p=2$ and $p=3$. First let $p=3$.

Choose a normalisation of the inner product such that the shortest roots have lengths 1 . Recall that $\Gamma_{0}$ is the lattice generated by $\Sigma$. For $\gamma \in \Gamma_{0}$ we have $(\gamma, \gamma) \in \mathbb{Z}$. Set $n=$ order of $\Gamma / \Gamma_{0}$ (= "indice de connexion"). (See [4]). Then $n^{2}(\gamma, \gamma) \in \mathbb{Z}$ for every $\gamma \in \Gamma$. Now let $\alpha, \beta \in \Sigma$ with $\alpha+\beta$ degenerate, $|\alpha| \leqslant|\beta|$. Then $\alpha+\beta \in 3 \Gamma$, so $n^{2}(\alpha+\beta, \alpha+\beta) \in 9 Z$. And $(\alpha+\beta, \alpha+\beta)=(\alpha, \alpha)+\langle\alpha, \beta\rangle(\beta, \beta)+(\beta, \beta) \leqslant$ $\leqslant 3+3+3=9$. So either $n$ is divisible by 3 or $(\alpha+\beta, \alpha+\beta)=9$. In the latter case, $\Sigma$ is of type $G_{2}$ and $\alpha, \beta$ are two long roots making an angle $\pi / 3$. This yields a degenerate sum indeed, because the sum is $p$ times a root.

In the case that $n$ is divisible by $3, \Sigma$ is of type $A_{3 m-1}$ or $E_{6}$. So now we may assume that all noot lengths are equal. As $\langle\alpha+\beta, \beta\rangle \in 3 \mathbb{Z}$, we see that $\langle\alpha, \beta\rangle=1$, which means that they make an angle $\pi / 3$. In $A_{2}$ this yields two orbits of degenerate sums. Now suppose $\Sigma$ is of type $A_{3 m-1}, m>1$, or $E_{6}$. Using lemma 2.3
we get a root system $\Sigma_{1}$, containing $\alpha$ and $B$, with rank $\Sigma_{1}=3$. In this system $\alpha+\beta$ should be degenerate too. (lemma 2.5.). But we have seen that no root system of rank 3 yields degenerate sums. So we are done for $p=3$.

Now let $p=2$. As we know from lemma 2.6, we have $\alpha \perp \beta$. Consider $\Sigma_{2}=(\$ \alpha \beta) \cap \Sigma$. It is a root system, so we can choose a system of simple roots in it, containing $\alpha$ (see [4], Ch. VI, $\$ 1$, Prop. 15). (If possible, we choose this system of simple roots in such a way that $\beta$ is simple too). According to [4], Ch. VII, $\$ 1$, Prop. 24, there is a system of simple roots in $\Sigma$, containing the one chosen in $\Sigma_{2}$.

Now there are two possibilities:
1). $\mathrm{\Sigma}_{2}$ is reducible.

In this case $\beta$ has also been chosen to be simple, and we have to deal with Dynkin diagrams. Say $\alpha=\alpha_{r}, \beta=\alpha_{S}$, where $\alpha_{1}, \ldots, \alpha_{1}$ are the simple roots. As $(\alpha, \beta)=0$, the points $r$ and $s$ are not neighbours in the Dynkin diagram. So $\Sigma$ has rank $>2$. Now consider such a pair $r$, $s$ in a Dynkin diagram, consisting of two points that are not neighbours. The fact that $\alpha+\beta$ is degenerate may be expressed by the relations
$\left\langle\alpha_{r}, \alpha_{i}\right\rangle \equiv\left\langle\alpha_{s}, \alpha_{i}\right\rangle \bmod 2, i=1, \ldots, 1$. For $i=r$ and $i=s$ the relation is always satisfied and it is also satisfied if $i$ is adjacent to neither $r$ or $s$ in the Dynkin diagram. So we have to look at neighbours of $r$ and $s$. For a common neighbour i the relation is satisfied if and only if $\alpha_{i}$ has maximal lenght in the set
$\left\{\alpha_{i}, a_{r}, \alpha_{s}\right\}$. For other neighbours, say neighbours i of $r$ that are not adjacent to $s$, the relation is equivalent to $\left(\alpha_{r}, \alpha_{r}\right)=2\left(\alpha_{i}, \alpha_{i}\right)$. There is at most one place in a Dynkin diagram where $\left(\alpha_{j}, \alpha_{j}\right)=2\left(\alpha_{i}, \alpha_{i}\right)$ is satisfied for neighbours $i, j$, so there is at most one non-common neighbour.

It is easily seen that these requirements for the behaviour of neighbours select one pair $r, s$ if $\Sigma$ is of type $A_{3}=D_{3}$, $D_{1}(I \geqslant 3), B_{3}, B_{4}$, and don't permit any pairs in other cases.
2). $\Sigma_{2}$ is irreducible.

As $(\alpha, \beta)=0$ we have $\Sigma_{2}$ of type $B_{2}$ or $G_{2}$.
First let $\Sigma_{2}$ be of type $G_{2}$. Up to the action of the Weyl group, there is just one pair of orthogonal roots.

This pair $\alpha, \beta$ yields a sum that is twice a root. Hence it is a degenerate sum.

Now let $\Sigma_{2}$ be of type $B_{2}$.
There are two possibilities for an orthogonal pair:
Both roots are short or both roots are long. If they are short, their sum is a long root. So we have to do with the case $\Sigma \cap \mathrm{pr} \neq \varnothing$. That is, $\Sigma$ is of type $C_{1}$ (see 2.2.). A long root is degenerate in this case indeed. Finally, if both roots are long, their sum is twice a root, so it is a degenerate sum again. This situation occurs in $B_{1}$, $C_{1}, F_{4}$.
2.8. Summing up, we can list results as in Table 1 . In this table all W-orbits of degenerate sums and of elements in $\Sigma \cap$ pr are given. A notation like $\alpha_{1}+\alpha_{3}\left[6,2 \delta_{2}\right]$ means that there is an orbit con-
sisting of 6 elements, with $\alpha_{1}+\alpha_{3}$ and $2 \delta_{2}$ as representatives. The number 6 and the fundamental weight $\delta_{2}$ are found with the help of the "Planches" in [4].

Table 1.

| Type | Dynkin diagram | $\Sigma \cap \mathrm{pr}$ |  | Degenerate sums |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{p}=2$ | $p>2$ | $\mathrm{p}=2$ | $\mathrm{p}=3$ | $p>3$ |
| $\mathrm{A}_{1}$ | $o_{1}$ | $\alpha_{1}\left[2,2 \delta_{1}\right]$ | - | - | - | - |
| $\mathrm{A}_{2}$ | 0 1 | - | - | - | $\left\{\begin{array}{l} 2 \alpha_{1}+\alpha_{2}\left[3,3 \delta_{1}\right. \\ 2 \alpha_{2}+\alpha_{1}\left[3,3 \delta_{2}\right. \end{array}\right\}$ | - |
| $A_{3}$ | $\bigcirc$ | - | - | $\alpha_{1}+\alpha_{3}\left[6,2 \delta_{2}\right]$ | - | - |
| $B_{3}$ | $\begin{aligned} & 0-\infty \\ & 122 \end{aligned}$ | - | - | $\left\{\begin{array}{l}2 \alpha_{3}\left[6,2 \delta_{1}\right] \\ \alpha_{1}+\alpha_{3}\left[8,2 \delta_{3}\right]\end{array}\right.$ | - | - |
| $\mathrm{B}_{4}$ | $\cdots$ | - | - | $\left\{\begin{array}{l}2 \alpha_{4}\left[8,2 \delta_{1}\right] \\ \alpha_{1}+\alpha_{3}\left[16,2 \delta_{4}\right]\end{array}\right.$ | - | - |
| $B_{1}(1>4)$ | $\begin{array}{lll} 0-\cdots & -\infty \\ 1 & 1-2 & 1-1 \end{array}$ | - | - | $2 \alpha_{1}\left[21,2 \delta_{1}\right]$ | - | - |
| $C_{1}(1 \geqslant 2)$ | $\begin{array}{llll} 0 & 1-2 & 1-1 \\ 1 & 1 \end{array}$ | $\alpha_{1}\left[21,2 \delta_{1}\right]$ | - | $\left\{\begin{array}{l}2 \alpha_{1}\left[21^{2}-21,2 \delta_{2}\right] \\ \alpha_{1}\left[21,2 \delta_{1}\right]\end{array}\right.$ | - | - |
| $\mathrm{D}_{4}$ |  | - | - | $\left\{\begin{array}{l}\alpha_{1}+\alpha_{3}\left[8,2 \delta_{4}\right] \\ \alpha_{1}+\alpha_{4}\left[8,2 \delta_{3}\right] \\ \alpha_{3}+\alpha_{4}\left[8,2 \delta_{1}\right]\end{array}\right.$ | - | - |
| $\mathrm{D}_{1}(1>4)$ | $\begin{array}{llll} 0 & 1-3 & 1-2 & 1 \end{array}$ |  | - | $\alpha_{1-1}+\alpha_{1}\left[21,2 \delta_{1}\right]$ | - | - |
| $\mathrm{F}_{4}$ | $\begin{array}{llll} 0 & -0 & - \\ 1 & 2 & 3 & 4 \end{array}$ | - | - | $2 \alpha_{3}\left[24,2 \delta_{4}\right]$ | - | - |
| $\mathrm{G}_{2}$ | $\begin{aligned} & 0 \Longrightarrow 0 \\ & 1 \quad 2 \end{aligned}$ | - | - | $2 \alpha_{1}\left[6,2 \delta_{1}\right]$ | $3 \alpha_{1}\left[6,3 \delta_{1}\right]$ | - |
| others | some | - | - | - | - | - |

2.9. LEMMA.
(i) If $\gamma$ is a degenerate sum with respect to $p$ then $p^{-1} \gamma$ is in the orbit of a fundamental weight.
(ii) If $\Sigma$ is not of type $C_{1}, 1 \geqslant 2$, then the fundamental weight in (i) is a minimal dominant weight in the sense of the order defined in 2.1.
(iii) Let $\Sigma$ be of a type such that degenerate sums with respect to $p$ occur and let a be a short root. Then pa is a degenerate sum.

PROOF.
(i) See Table 1 .
(ii) Some cases are discussed in ([7], p. 20-03). Let $\delta$ be the fundamental weight that is found in (i). If it is not minimal, then there is a dominant weight $\alpha$ such that $\delta-\alpha>0$. We may suppose that $\alpha$ is fundamental because fundamental weights are positive and $\alpha$ is a sum of them. It is easy to check, using the "Planches" of $[4]$, that for each fundamental weight $\delta_{i} \neq \delta$ the difference $\delta-\delta_{i}$ is not positive. (Use the description of $\delta_{i}$ in terms of the $\alpha_{j}$ ). Hence $\alpha$ does not exist, except in the cases $C_{1}$, where the check doesn't work.
(iii) See Table 1.

REMARK.
If the minimal dominant weight in (ii) is not a root, then it is a "Poids minuscule" in the sense of ([4], exercice $24, \mathrm{p} .226$ ).
2.10. LEMMA.

If $\Sigma$ has degenerate sums, then the order of $\Gamma / \Gamma_{0}$ is a power of $p$. In fact it is $1, p$ or $p^{2}$.

PROOF.
Compare Table 1 with the Planches again.
2.11. LEMMA.

Except for the cases $B_{3}$ and $C_{1}, 1 \geqslant 2$, all degenerate sums (in $\Gamma$ ) with respect to the same $p$ have the same length.
2.12. PROPOSITION.

Let $p$ be prime, $\gamma \in p \Gamma \cap \Gamma_{0}, \gamma \neq 0$.
Then $\gamma$ is a degenerate sum with respect to $p$ if and only if there is a long root $\alpha$ with $(\gamma, \gamma) \leqslant p(\alpha, \alpha)$.

PROOF.
Suppose $\gamma$ is a degenerate sum. Choose a long root a such that
$(\alpha, \gamma)>0$. If $p=3$ then it is seen from the table that
$(\gamma, \gamma)=p(\alpha, \alpha)$.
If $p=2$ then it follows from lemma 2.6 , (ii) that
$(\gamma, \gamma) \leqslant 2(\alpha, \alpha)$.
Conversely, suppose $(\gamma, \gamma) \leqslant p(\alpha, \alpha), \gamma \in p \Gamma \cap \Gamma_{0}, \gamma \neq 0$. Recall that
$\alpha$ is a long root such that $\langle\gamma, \alpha\rangle\rangle 0$. Then $\langle\gamma, \alpha\rangle^{2} \geqslant p^{2}$, so
$\frac{4(\gamma, \gamma)(\alpha, \alpha)}{(\alpha, \alpha)^{2}} \geqslant p^{2}$, and hence $p(\alpha, \alpha) \geqslant(\gamma, \gamma) \geqslant \frac{p^{2}}{4}(\alpha, \alpha)$. It follows that $p \leqslant 4$, whence $p=2$ or $p=3$.
1). First suppose $\Sigma$ is of type $C_{1}$. Then there is an orthogonal base ( $\beta_{i}$ ), consisting of long roots. As $\left\langle\gamma, \beta_{i}\right\rangle \in p \mathbb{Z}$, we have $\gamma=\frac{p}{2} \sum_{i} n_{i} \beta_{i}, n_{i} \in \mathbb{Z}$.

So $(\gamma, \gamma)=\frac{p^{2}}{4}\left(\underset{i}{\Sigma} n_{i}^{2}\right)(\alpha, \alpha)$.
It follows that $\sum_{i} n_{i}^{2} \leqslant \frac{4}{p}$.
There is no solution for $p=3$, because $\gamma=\frac{3}{2} \beta_{i}$ is not in $\Gamma_{0}$.
For $p=2$ there are two solutions, up to the action of the Weyl group. As there are also two orbits of degenerate sums, these solutions are degenerate sums.
2). From now on we exclude type $C_{1}(1 \geqslant 1)$. First let $p=3$.

Recall that $\alpha$ has been chosen such that $\langle\gamma, \alpha\rangle$ is strictly
positive. The root $\alpha$ is the sum of two long roots.
(Type $C_{1}$ is excluded). Let $\beta$ be one of them, such that $(\gamma, \beta)\rangle 0$. Then we have: $\langle\gamma, \alpha\rangle \geqslant p,\langle\gamma, \beta\rangle \geqslant p$, and hence
$0 \leqslant \frac{(\gamma-\alpha-\beta, \gamma-\alpha-\beta)}{(\alpha, \alpha)}=\frac{(\gamma, \gamma)}{(\alpha, \alpha)}+2-\langle\gamma, \alpha\rangle-\langle\gamma, \beta\rangle+1 \leqslant$ $\mathrm{p}+2-\mathrm{p}-\mathrm{p}+1=0$.
It follows that $\gamma=\alpha+\beta$, hence $\gamma$ is a degenerate sum.
Finally let $p=2$.
 where $m_{i}, n_{i} \in \mathbb{Z}, m_{i} \geqslant 0, n_{i} \geqslant 0$. (Recall that $\gamma \in \mathrm{p} \Gamma \cap \Gamma_{0}$ ). As $\left\langle\gamma, \alpha_{i}\right\rangle \geqslant 0$ for each $i$, all $m_{i}$ are strictly positive. (Consider an index in the Dynkin diagram adjacent to an index $i$ where $m_{i}>0$ ). Now $2 n_{i}=\left\langle\gamma, \alpha_{i}\right\rangle=2 m_{i}+\underset{j \neq i}{\Sigma} m_{j}\left\langle\alpha_{j}, \alpha_{i}\right\rangle\left\langle 2 m_{i}\right.$. So (1) $m_{i} \geqslant n_{i}+1$.

Hence
(2) $2(\alpha, \alpha) \geqslant(\gamma, \gamma)=\sum_{i} m_{i} n_{i}\left(\alpha_{i}, \alpha_{i}\right) \geqslant \underset{i}{\Sigma}\left(n_{i}+1\right) n_{i}\left(\alpha_{i}, \alpha_{i}\right)$. Suppose there are two indices $r$ and $s$ such that $n_{r}>0, n_{s}>0$. Then $2(\alpha, \alpha) \geqslant 2 n_{r}\left(\alpha_{r}, \alpha_{r}\right)+2 n_{s}\left(\alpha_{s}, \alpha_{s}\right)$. It follows that $\alpha_{r}$ and $\alpha_{s}$ are short, so $\Sigma$ is of type $F_{4}$. (Again we use that type $C_{1}$ is excluded). Say $s$ is the one that has two neighbours in the Dynkin
diagram. As $m_{r} \geqslant 2$, we have
$2 n_{s}=\left\langle\gamma, \alpha_{s}\right\rangle=2 m_{s}+\underset{j \neq s}{\Sigma} m_{j}\left\langle\alpha_{j}, \alpha_{s}\right\rangle<2 m_{s}-2$.
Hence $m_{s}>2$, and it follows from (2) that $2(\alpha, \alpha) \geqslant 3\left(\alpha_{s}, \alpha_{s}\right)+2\left(\alpha_{r}, \alpha_{r}\right)$, which is nonsense.
We may conclude that there is only one index $r$ such that $n_{r}>0$.
Suppose $n_{r}>1$. Then $2(\alpha, \alpha) \geqslant(\gamma, \gamma)=m_{r} n_{r}\left(\alpha_{r}, \alpha_{r}\right) \geqslant 6\left(\alpha_{r}, \alpha_{r}\right)$ (see (1) and (2)).

So $\Sigma$ is of type $G_{2}, m_{r} n_{r}=6, m_{r}=3, n_{r}=2$. This is nonsense, because $\delta_{r}$ is a root in case $G_{2}$. What is left is the case $\gamma=2 \delta_{r}$. Then we have $\gamma / 2=\sum_{i} \frac{m_{i}}{2} \alpha_{i}, m_{i} \in \mathbb{Z}, m_{r}\left(\alpha_{r}, \alpha_{r}\right) \leqslant 2(\alpha, \alpha)$. All we have to do now, is to look in the Bourbaki Planches for such fundamental weights $\delta_{r}$. For each type, there are as many of them as there are orbits of degenerate sums.

REMARK. In fact the proof gives another method to classify degenerate sums in characteristic 2. It also explains Lemma 2.9.(i), in characteristic 2.
2.13. The Lie algebra is defined as a vector space by the following generators and relations:
Generators: $X_{\alpha}, H_{\alpha}(\alpha \in \Sigma)$.
Relations:
(1) $\mathrm{H}_{\alpha}+\mathrm{H}_{-\alpha}=0$ for $\alpha \in \Sigma$.
(2) $H_{\alpha}+\frac{(\beta, \beta)}{(\alpha, \alpha)} H_{\beta}+\frac{(\gamma, \gamma)}{(\alpha, \alpha)} H_{\gamma}=0$ for $\alpha, \beta, \gamma \in \Sigma, \alpha+\beta+\gamma=0$, $(\alpha, \alpha) \leqslant(\beta, \beta), \quad(\alpha, \alpha) \leqslant(\gamma, \gamma)$.

These relations follow from the fact that the left hand sides act trivially on roots. Every $H_{\alpha}$ can be expressed by means of relations (1), (2) in terms of the $H_{\alpha_{i}}$. ( $\alpha_{i}$ simple). So relations (1), (2) are sufficient to define $g_{\nless 1}$, for reasons of dimension.

For $\alpha, \beta, \gamma$ as in (2), we have the Jacobi identity $\left[X_{\alpha},\left[X_{\beta}, X_{\gamma}\right]\right]+\left[X_{\beta},\left[X_{\gamma}, X_{\alpha}\right]\right]+\left[X_{\gamma},\left[X_{\alpha}, X_{\beta}\right]\right]=0$, which yields:
(3) $\mathrm{N}_{\beta \gamma} \mathrm{H}_{\alpha}+\mathrm{N}_{\gamma \alpha} \mathrm{H}_{\beta}+\mathrm{N}_{\alpha \beta} \mathrm{H}_{\gamma}=0$.

As $\beta+\gamma=-\alpha$ is a root, $N_{\beta, \gamma} \neq 0$ and $H_{\beta}, H_{\gamma}$ are linearly independent. So relation (3) is obtained from relation (2) by multiplying with the nonzero factor $N_{\beta, \gamma}$.
2.14. DEEINITION.

Let $g^{\prime} \mathbb{Z}$ be the $\mathbb{Z}$ - module with generators $X_{\alpha}, H_{\alpha}(\alpha \in \Sigma)$ and relations (1), (3) of 2.13. (So relation (2) is omitted).

We define the bilinear anti-symmetric composition [ , ] on $g^{\prime} \mathbb{Z}$ by the usual relations:
$\left[X_{\alpha}, X_{\beta}\right]=N_{\alpha \beta} \quad X_{\alpha+\beta}$ if $\alpha+\beta \in \Sigma$. $\left[X_{\alpha}, X_{-\alpha}\right]=H_{\alpha}$. $\left[X_{\alpha}, X_{\beta}\right]=0$ if $\alpha+\beta \notin \Sigma U(0)$. $\left[H_{\alpha}, X_{\beta}\right]=\langle\beta, \alpha\rangle X_{\beta}$.
$\left[H_{\alpha}, H_{\beta}\right]=0$.
It is easily seen that this composition is well-defined. We now claim that $g^{\prime} Z$ is a Lie algebra. We only have to check Jacobi relations for the generators.

If $\alpha, \beta, \gamma \in \Sigma, \alpha+\beta+\gamma=0$, then the Jacobi relation for $X_{\alpha}, X_{\beta}, X_{\gamma}$ is just relation (3) of 2.13. For other combinations of the generators the three terms in the Jacobi relation are multiples of one generator. So for those combinations the Jacobi relation follows from the fact that we use the same structure constants in $g^{\prime} \mathbb{Z}^{\text {as }}$ in $g_{\mathbb{Z}} \cdot$ Let $r: g_{\mathbb{Z}}^{\prime} \rightarrow g_{\mathbb{Z}}$ be the canonical homomorphism of $\mathbb{Z}$-modules. An element of ker $r$ is a combination of $H_{\alpha}^{\prime} s$
which acts trivially on each $X_{B}$, because its image acts trivially on $X_{\beta}$. So $r$ is a central extension and ker $r$ is the centre $\underline{z}\left(g_{\mathbb{Z}}^{\prime} \mathbb{Z}\right)$ of $\underline{g}_{\mathbb{Z}}$ because $\underline{z}\left(\underline{g}_{\mathbb{Z}}\right)=0$.
2.15. PROPOSITION.

The centre of $g^{\prime} \mathbb{Z}$ is a direct sum of cyclic groups of prime order. Its order is:
2 for $B_{1}(I \geq 2)$
$2^{1-1}$ for $C_{1}(1 \geqslant 2)$
4 for $\mathrm{F}_{4}$
6 for $G_{2}$
1 for other types (i.e. for types with one root length).

PROOF.
We use the following lemma.
2.16. LEMMA.

Relations (2) and (3) of 2.13. are equivalent, except for the case that $\alpha, \beta, \gamma$ are short roots in $G_{2}$, in which case (3) is obtained from (2) by multiplication with a factor 2.

PROOF of LEMMA.
We know that (3) is a $N_{\beta \gamma}$-multiple of (2) (see 2.13.). If $\left|N_{\beta \gamma}\right|=1$ then we are done. Let $\left|N_{\beta \gamma}\right|$ be larger than 1. Then $\beta-\gamma \in \Sigma$. As $\beta+\gamma \in \Sigma$ too, and $(\alpha, \alpha)=(\beta+\gamma, \beta+\gamma) \leqslant(\beta, \beta) \leqslant(\gamma, \gamma)$, we see from inspection of rank 2 root systems that $\beta$ and $\gamma$ are short roots in $G_{2}$, making an angle $2 \pi / 3$. In this case (3) states that $2 \mathrm{H}_{\alpha}+2 \mathrm{H}_{\beta}+2 \mathrm{H}_{\gamma}=0$.

Now we proceed with the proof of the Proposition. If every $H_{\alpha}$ is expressable in the $H_{\alpha_{i}}\left(\alpha_{i}\right.$ simple) by means of the relations
(1), (3), then ker $r=0$. Using the lemma we see that this is true if root lengths are equal. So we only have to worry about types $B_{1}, C_{1}, F_{4}, G_{2}$.
We use the description of $\Sigma$ in terms of the $\varepsilon_{i}$ (see [4], cf. 2.1), except in case $G_{2}$.
1). Let $\Sigma$ be of type $B_{1}, \Sigma=\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j}, \pm \varepsilon_{i}\right\}$.

Relations (2) (or (3)) yield
(i) Relations involving only long roots.
(ii) Relations of the type $\mathrm{H}_{1}+\mathrm{H}_{1}+2 \mathrm{H}_{2} \varepsilon_{1}-\varepsilon_{2}=0$.

So after reduction mod 2 no interaction between long roots and short roots exists, i.e. every relation $\sum_{\alpha \in \Sigma} n_{\alpha}\left\{H_{\alpha}\right\}=0$ implies a relation $\underset{\alpha}{\Sigma} \operatorname{short}_{\alpha}\left\{H_{\alpha}\right\}=0$, where $n_{\alpha} \in \mathbb{Z}$ and $\left\{H_{\alpha}\right\}=H_{\alpha}+2{ }^{\prime}{ }^{\prime} \mathbb{Z}$. Set

$$
H=H_{\varepsilon_{1}}+\varepsilon_{2}+H_{\varepsilon_{1}-\varepsilon_{2}}+H_{-\varepsilon_{1}} .
$$

As $\left\{H_{-\varepsilon_{1}}\right\} \neq 0$, we see that $\{H\} \neq 0$, hence $H \neq 0$. On the other hand $2 H=\left(2 H_{\varepsilon_{1}}+\varepsilon_{2}+H_{-\varepsilon_{1}}+H_{-\varepsilon_{2}}\right)+\left(2 H_{\varepsilon_{1}-\varepsilon_{2}}+H_{-\varepsilon_{1}}+H_{\varepsilon_{2}}\right)=0$. Now we add relation $H=0$ to relations (1), (2). Then every $H_{\alpha}$ is expressible in the $H_{\beta}$ with $\beta$ long, and hence in $H_{\varepsilon_{1}-\varepsilon_{2}}, \ldots$ $\cdots,{ }^{H} \varepsilon_{1-1}-\varepsilon_{1},{ }^{H} \varepsilon_{1-1}+\varepsilon_{1}$. This implies that we have got a full set of relations for $g_{\mathbb{Z}}$ from those for $g^{\prime} \mathbb{Z}_{\mathbb{Z}}$, in adding relation $H=0$. We may conclude that $H$ generates the centre of $g^{\prime} \not \mathbb{Z}$, which is of order 2.
2). Let $\Sigma$ be of type $C_{1}$. $\Sigma=\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j}\right.$, $\left.\pm 2 \varepsilon_{i}\right\}$. Now relations
(1), (2) yield
(i) Relations involving only short roots.
(ii) Relations of the type $H_{\varepsilon_{1}}+\varepsilon_{2}+H_{\varepsilon_{1}-\varepsilon_{2}}+2 H_{-2 \varepsilon_{1}}=0$.

Again there is no interaction between long roots and short roots after reduction mod 2 . We see that the elements
$H_{i}=H_{2 \varepsilon_{i}}+H_{2 \varepsilon_{i+1}}+H_{-\varepsilon_{i}-\varepsilon_{i+1}} \quad(1 \leqslant i \leqslant 1-1)$, induce independent elements $\left\{H_{i}\right\}$ in $\underline{g}^{\prime} \not \mathbb{Z}^{\prime} \bmod 2 g^{\prime} \mathbb{Z}^{\prime}$
And again $2 \mathrm{H}_{i}=0$. After adding relations $H_{i}=0$ to (1), (2) we can get rid of all $H_{\beta}$ with $\beta$ short, which proves as above that the $H_{i}$ generate the centre.
3). Let $\Sigma$ be of type $F_{4}, \Sigma=\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j}, \pm \varepsilon_{i}, \frac{ \pm \varepsilon_{1} \pm \varepsilon_{2} \pm \varepsilon_{3} \pm \varepsilon_{4}}{2}\right\}$.

Set $\zeta=\frac{\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}+\varepsilon_{4}}{2}$.

Relations (2) yield
(i) Relations involving only long roots.
(ii) Relations involving only short roots.
(iii) Relations of the type $H_{\varepsilon_{1}}+\mathrm{H}_{\varepsilon_{2}}+2 \mathrm{H}_{-\varepsilon_{1}}-\varepsilon_{2}=0$.

Set $H_{1}=H_{\varepsilon_{1}}+\varepsilon_{2}+H_{\varepsilon_{1}-\varepsilon_{2}}+H_{-\varepsilon_{1}}$.
$H_{2}=H_{-\varepsilon_{1}}-\varepsilon_{2}+H_{-\varepsilon_{3}-\varepsilon_{4}}+H_{\zeta}$.
As in the case of $B_{1}$, we see that $H_{i} \neq 0,2 H_{i}=0, H_{1}+H_{2} \neq 0$. We want to show that adding relations $H_{i}=0$ to relations (1), (2) yields a full set of relations for $g_{\mathbb{Z}_{\mathbb{Z}}}$. As in the case of $B_{1}$, it is sufficient to show that every $H_{\alpha}$ with $\alpha$ short is expressible in $H_{\beta}$ 's with $\beta$ long. So we divide out these $H_{\beta}$ 's too, and we look what is left. One gets: $H_{-\varepsilon_{1}}=H_{\zeta}=0, H_{\varepsilon_{i}}+H_{\varepsilon_{j}}=0, H_{ \pm \varepsilon_{i}}=0$, $0=H_{-\varepsilon_{i}}+H_{\zeta}=H_{\zeta-\varepsilon_{i}}$ and so on.
We conclude that $H_{1}$ and $H_{2}$ span the centre.
4). Let $\Sigma$ be of type $G_{2}$. Put $\alpha=\alpha_{1}, \beta=\alpha_{1}+\alpha_{2}, \gamma=-\alpha-\beta$.

Then $\Sigma=\{ \pm \alpha, \pm \beta, \pm \gamma, \pm(\alpha-\beta), \pm(\beta-\gamma), \pm(\gamma-\alpha)\}$.

After dividing out relations (1), relations (3) yield:
(i) $H_{\alpha-\beta}+H_{\beta-\gamma}+H_{\gamma-\alpha}=0$
(ii) $2 \mathrm{H}_{\alpha}+2 \mathrm{H}_{\beta}+2 \mathrm{H}_{\gamma}=0$
(iii) Relations of the type $\mathrm{H}_{\alpha}+\mathrm{H}_{-\gamma}+3_{\gamma-\alpha}=0$.

Set $H=H_{\gamma-\alpha}+H_{\beta-\alpha}+H_{\alpha}$.
After reduction mod 3 no interaction between long roots and short roots exists, so we may conclude as above that $2 \mathrm{H} \neq 0$.

After reduction $\bmod 2$ we see that $\left\{H_{\alpha}\right\},\left\{H_{\beta}\right\},\left\{H_{\gamma}\right\}$ are independent, so $\{3 \mathrm{H}\}=\left\{\mathrm{H}_{\alpha}+\mathrm{H}_{\beta}+\mathrm{H}_{\gamma}\right\} \neq 0$ and hence $3 \mathrm{H} \neq 0$.

But $6 \mathrm{H}=2\left(\mathrm{H}_{\alpha}+\mathrm{H}_{-\gamma}+3 \mathrm{H}_{\gamma-\alpha}\right)+2\left(\mathrm{H}_{\alpha}+\mathrm{H}_{-\beta}+3 \mathrm{H}_{\beta-\alpha}\right)+$
$+\left(2 \mathrm{H}_{\alpha}+2 \mathrm{H}_{B}+2 \mathrm{H}_{\gamma}\right)=0$. We conclude that $H$ generates a cyclic group of order 6, hence a direct sum of two cyclic groups of prime order.

The fact that $H$ generates the centre is checked as above.
2.17. COROLLARY.
(i) If $\Sigma$ is of type $F_{4}$ on $B_{1}(1 \geqslant 2)$, then
${ }^{H} \varepsilon_{1}+\varepsilon_{2}+{ }^{H} \varepsilon_{1}-\varepsilon_{2}+{ }^{H}-\varepsilon_{1}$ is an element of the centre that has a nonzero image in $g^{\prime}{ }_{\mathbb{Z}} \bmod 2 \mathrm{~g}_{\mathbb{Z}}^{\prime}$.
(ii) If $\Sigma$ is of type $G_{2}$, then $H_{\gamma-\alpha}+H_{\beta-\alpha}+H_{\alpha}$ is an element of the centre that has a nonzero image in $g^{\prime} \mathbb{Z} \bmod 3 g_{\mathbb{Z}}^{\prime}$, and $H_{\beta-\gamma}^{\prime}+H_{\alpha}^{\prime}$ is an element of $g^{\prime} \mathbb{Z}_{\mathbb{Z}}$ that has a nonzero image in $\mathrm{g}^{\prime} \mathbb{Z} \bmod 2 \mathrm{~g}^{\prime} \mathbb{Z}$.
§3. The action $\hat{A} d$. Structure of $\mathrm{g}_{\mathrm{Z}}^{*}$, $\mathrm{g}_{\mathrm{R}}^{*}$.
In this section we describe the universal central extensions of $g_{\mathbb{Z}}$ and $g_{k}$, over $\mathbb{Z}$ and $k$ respectively. Because of Proposition 1.3 (vi), knowledge of the universal central extension $g_{\mathbb{Z}}^{*} \rightarrow g_{\mathbb{Z}}$ of $g_{\mathbb{Z}}$ implies knowledge of that of $g_{R}$ for any ring $R$.

We can't apply this remark for type $C_{1}$ however, because of the fact that in this case $g_{Z Z}$ has no universal central extension (see Proposition 1.3, (ii), and Corollary 2.2, (ii)). But type $C_{1}$ is not very interesting, because its $g_{R}$ is centrally closed as soon as the universal central extension $g_{R}^{*} \rightarrow g_{R}$ exists. (see 3.13).
3.1. Assume that we are in the situation of 2.1 and suppose that $g=[g, g] \cdot G$ acts on $g$ by the adjoint representation Ad. According to Proposition 1.3, (v), every automorphism Ad (x) of $g$ induces a unique automorphism $\hat{A} d(x)$ of $g^{*}$. So we have a representation Ad of $G(K)$ in $\underline{g}^{*}$. As $g_{k}^{*} \rightarrow g_{k}$ induces $\pi: g^{*} \rightarrow g$ (see Proposition 1.3 , (vi)), we can take $g^{*}$ to be defined over $k$ in a natural way. Then $\pi$ is defined over $k$.
3.2. REMARK.

There is exactly one $k$-structure of Lie algebras on $g^{*}$ such that $\pi$ is defined over $k$.

PROOF.
We make use of the central trick (1.2) again. Let $\mathrm{g}_{\mathrm{k}}^{*}$ denote the $k-s t r u c t u r e$ from above, and $\left(g^{*}\right)_{k}$ another one such that $\pi$ is defined over $k$. Then $\left(\mathrm{g}^{*}\right)_{k} \subset\left[\left(\mathrm{~g}^{*}\right)_{\mathrm{k}},\left(\mathrm{g}^{*}\right)_{\mathrm{k}}\right]=\left[\mathrm{g}_{\mathrm{k}}^{*}, \mathrm{~g}_{\mathrm{k}}^{*}\right]=\mathrm{g}_{\mathrm{k}}^{*}$. It follows that $\left(\mathrm{g}^{*}\right)_{\mathrm{k}}=\mathrm{g}_{\mathrm{k}}^{*}$, because both are k -structures.
3.3. PROPOSITION.
$\hat{A d}: G \rightarrow G L\left(g^{*}\right)$ is a homomorphism, defined over $k$ (i.e. a $k$-morphism of algebraic groups). Its derivative $d \hat{A d}$ (denoted $\hat{a d}$ ) is characterized by

$$
\hat{\mathrm{ad}} a \pi=\mathrm{ad},
$$

where the right-hand side is the adjoint representation of $\mathrm{g}^{*}$ in $\mathrm{g}^{*}$.

PROOF.
We use the construction of $\mathrm{g}^{*}$, given in the proof of (ii), Proposition 1.3. Define the surjective homomorphism of $K$-modules $r: g \otimes g g^{*}$ by $r(X \otimes Y)=\{X \otimes Y\}$. (Notations as in loc. cit). $G$ acts on $g \otimes g$ by $A d \otimes A d$. As ker $r(=N)$ is invariant under this action, an action $A d^{\prime}$ of $G$ on $g^{*}$ is induced, with $A d^{\prime}(x)\{X \otimes Y\}=$ $\{A d(x) X \otimes A d(x) Y\}$. Now $A d '(x)$ is a Lie algebra automorphism, satisfying $\pi \circ A^{\prime}(x)=\operatorname{Ad}(x)$ o $\pi$, so Ad' $=\hat{A d}$. As Ad $\otimes$ Ad is a $k$-homomorphism, and ker $r$ is defined over $k$, the representation $A^{\prime}=\hat{A d}$ is a $k$-homomorphism.

As $r$ is a homomorphism of $G$-modules, we have
$r a(d(A d \otimes A d)(X))=$ âd $(X)$ o $r$ for $X \in g$.
So ad $(X)\{Y \otimes Z\}=\hat{a d}(X) r(Y \otimes Z)=r(d(A d \otimes A d)(X)(Y \otimes Z))=$ $\{[X, Y] \otimes Z+Y \otimes[X, Z]\}$.

Hence âd $\left(\pi\left\{X \otimes X^{\prime}\right\}\right)\left\{\left[Y, Y^{\prime}\right] \otimes\left[Z, Z^{\prime}\right]\right\}=$
$\left\{\left[\left[X, X^{\prime}\right],\left[Y, Y^{\prime}\right]\right] \otimes\left[Z, Z^{\prime}\right]+\left[Y, Y^{\prime}\right] \otimes\left[\left[X, X^{\prime}\right],\left[Z, Z^{\prime}\right] 1\right\}=\right.$ $=\left[\left\{X \otimes X^{\prime}\right\},\left\{\left[Y, Y^{\prime}\right] \otimes\left[Z, Z^{\prime}\right]\right\}\right]$ because of Jacobi for $\left\{X \otimes X^{\prime}\right\}$, $\left\{Y \otimes Y^{\prime}\right\},\left\{Z \otimes Z^{\prime}\right\}$. Now the Proposition follows form the fact that $g=[g, g]$.
3.4. The action Âd makes'g* into a G-module. The maximal torus in $G_{\mathbb{C}}$, corresponding to the Cartan decomposition in $g_{\mathbb{C}}$, gives rise to a $k$-split maximal torus $T$ in $G$. The $G$-module g* has a weight decomposition with respect to this torus. As, for $x \in G$, $\hat{A} d(x)$ is a Lie algebra automorphism, we see that the weight decomposition in $g^{*}$ yields a structure of graded Lie algebras. This grading can give information about the structure of $\mathrm{g}^{*}$ as a Lie algebra. We are going to exploit an analogous grading for $g_{\mathbb{Z}}^{*}$. We shall also use unipotent automorphisms of the type $\hat{A d}(x)$. (see 3.10).
3.5. THEOREM. (Structure of $g_{\mathbb{Z}}^{*}$ ). Assume that $\Sigma$ is not of type $C_{1}$, $1 \geqslant 1$. The structure of the universal central extension
$\pi: g_{\mathbb{Z}}^{*} \rightarrow g_{\mathbb{Z}}$ is as follows.
(i) As a $\mathbb{Z}$-module, $g_{\mathbb{Z}}^{*}$ is defined by the following generators and relations:
GENERATORS:
a) $X_{\alpha}^{*}, H_{\alpha}^{*}(\alpha \in \Sigma)$.
b) $Z_{\gamma}^{*}$ ( $\gamma$ degenerate with respect to some $n$, which we denote $n_{\gamma}$ ).
(See 2.6, (i)).
RELATIONS: (See 2.13).
(1) $H_{\alpha}^{*}+H_{-\alpha}^{*}=0$ for $\alpha \in \Sigma$.

(4) $n_{\gamma} Z_{\gamma}^{*}=0$.
(Relation (2) of 2.13 has been omitted).
(ii) The Lie algebra structure on $\mathrm{g}_{\mathbb{Z}}^{*}$ is defined by:
$\left[X_{\alpha}^{*}, X_{\beta}^{*}\right]=N_{\alpha \beta} X_{\alpha+\beta}^{*}$ if $\alpha+\beta \in \Sigma$.
$\left[\mathrm{X}_{\alpha}^{*}, \mathrm{X}_{-\alpha}^{*}\right]=\mathrm{H}_{\alpha}^{*}$.
$\left[X_{\alpha}^{*}, X_{\beta}^{*}\right]=\varepsilon(\alpha, \beta) Z_{\alpha+\beta}^{*}$ if $\alpha, \beta$ are independent and $\alpha+\beta$ is degenerate with respect to some $n$.
$\left[X_{\alpha}^{*}, X_{\beta}^{*}\right]=0$ in other cases.
$\left[H_{\alpha}^{*}, X_{\beta}^{*}\right]=\langle\beta, \alpha\rangle X_{\beta}^{*}$.
$\left[\mathrm{H}_{\alpha}^{*}, \mathrm{H}_{\mathrm{B}}^{*}\right]=0$.
$\left[Z_{\gamma}^{*}, Y\right]=0$ if $Y \in g_{\mathbb{Z}}^{*}$.
Here $\varepsilon$ is a map $\Sigma \times \Sigma \rightarrow\{1,-1\}$ that satisfies $\varepsilon(\alpha, \beta)+\varepsilon(\beta, \alpha)=0$ for $\alpha, \beta \in \Sigma$. (Every such map will do).

$$
\text { (iii) } \pi\left(X_{\alpha}^{*}\right)=X_{\alpha}, \pi\left(H_{\alpha}^{*}\right)=H_{\alpha}, \pi\left(Z_{\gamma}^{*}\right)=0
$$

PROOF. Let $\pi: g_{\mathbb{Z}}^{*} \rightarrow g_{\mathbb{Z}}$ be the universal central extension, as constructed in the proof of (ii), Proposition 1.3. We have to show that, given $\varepsilon: \Sigma \times \Sigma \rightarrow\{1,-1\}$, there are $X_{\alpha}^{*}, H_{\alpha}^{*}, Z_{\gamma}^{*}$ as in the Theorem. There is a grading on $g_{\mathbb{Z}} \otimes g_{\mathbb{Z}}$ with values in $\Gamma$, corresponding to the weight decomposition with respect to $\mathrm{Ad} \otimes \mathrm{Ad}$. There is also a grading on ${\underset{\mathbb{G}}{\mathbb{Z}}}$, corresponding to the weight decomposition with respect to Ad. Let $r: g_{\mathbb{Z}} \otimes g_{\mathbb{Z}} \rightarrow g_{\mathbb{Z}}^{*}$ be defined by $r(X \otimes Y)=\{X \otimes Y\}$. (cf. proof of Proposition 3.3). Then ker $r$ is homogeneous with respect to the grading on $g_{\mathbb{Z}}{ }^{*} g_{\mathbb{Z}}$, and we may choose a grading on $g_{\mathbb{Z}}^{*}$, compatible with $r$. This grading is also compatible with $\pi$.

So we have a grading $g_{\mathbb{Z}}^{*}=\sum_{\gamma}\left(\mathrm{g}_{\mathbb{Z}}^{*}\right)_{\gamma}$ satisfying
(5) $\left[\left(g_{\mathbb{Z}}^{*}\right)_{\alpha},\left(g_{\mathbb{Z}}^{*}\right)_{\beta}\right] \subset\left(\underline{g}_{\mathbb{Z}}^{*}\right)_{\alpha+\beta}$, which says that it is a grading, and
(6) $\pi\left(\mathrm{g}_{\mathbb{Z}}^{*}\right)_{\alpha} \subset\left(\mathrm{g}_{\mathbb{Z}}\right)_{\alpha}$.

As $g_{\mathbb{Z}}$ is a free $\mathbb{Z}$ - module, we can choose a $\mathbb{Z}$ - linear section $s$ of $\pi$. (We may even choose $s$ compatible with the gradings, but we don't need that).

We see from (5), (6) and the central trick:
(7) $\left[s\left(\mathrm{~g}_{\mathbb{Z}}\right)_{\alpha}, s\left(\mathrm{~g}_{\mathbb{Z}}\right)_{\beta}\right] \subset\left(\mathrm{g}_{\mathbb{Z}}^{*}\right)_{\alpha+\beta}$.

Using the central trick again, we get
(8) $\mathrm{g}_{\mathbb{Z}}^{*}=\left[\mathrm{g}_{\mathbb{Z}}^{*}, \mathrm{~g}_{\mathbb{Z}}^{*}\right]=\left[\underset{\alpha \in \Sigma \cup(0)}{\left.\sum\left(\mathrm{g}_{\mathbb{Z}}\right)_{\alpha},{\underset{\beta}{ } \in \Sigma \cup(0)}_{\Sigma} \mathrm{s}\left(\mathrm{g}_{\mathbb{Z}}\right)_{\beta}\right]=}=\right.$
$\underset{\alpha, \beta \in \Sigma \cup(0)}{\Sigma}\left[s\left(g_{\mathbb{Z}}\right)_{\alpha}, s\left(g_{\mathbb{Z}}\right)_{\beta}\right]$.
3.6. REMARK.

It is easily seen from the above, that there is exactly one grading on $\mathrm{g}_{\mathbb{Z}}^{*}$ satisfying (S). After reduction mod $p$ it yields the grading
mentioned in (3.4), for the same reasons.
3.7. We are going to show now that the grading on $\underline{g}_{\mathbb{Z}}^{*}$ is a weight decomposition with respect to the analogue of the action ad (see (3.3)). Let $X \in\left(\mathrm{~g}_{\mathbb{Z}}\right)_{\alpha}, Y \in\left(\mathrm{~g}_{\mathbb{Z}}\right)_{\beta}, \alpha, \beta \in \Sigma U(0), \delta \in \Sigma$.

Then we get from the Jacobi relation and the central trick:
$\left[s H_{\delta},[s X, s Y]\right]=\left[\left[s H_{\delta}, s X\right], s Y\right]+\left[\left[s Y, s H_{\delta}\right], s X\right]=$
$[\langle\alpha, \delta\rangle \mathrm{sX}, \mathrm{sY}]+[-\langle\beta, \delta\rangle \mathrm{sY}, \mathrm{sX}]=\langle\alpha+\beta, \delta\rangle[\mathrm{sX}, \mathrm{sY}]$.
Combining with (7), (8) we see:
(9) ad $\left(\mathrm{sH}_{\delta}\right)$ acts on $\left(\mathrm{g}_{\mathbb{Z}}^{*}\right)_{\gamma}$ as scalar multiplication with $\langle\gamma, \delta\rangle$. (Compare with Proposition 3.3).

So $\left[s\left(g_{\mathbb{Z}}\right)_{0}, s\left(\underline{g}_{\mathbb{Z}}\right)_{0}\right]=0$.
As $\left(g_{\mathbb{Z}}\right)_{\alpha}$ is a $\mathbb{Z}$ - module of rank 1 for $\alpha \in \Sigma,\left[s\left(g_{\mathbb{Z}}\right)_{\alpha}, s\left(g_{\mathbb{Z}}\right)_{\alpha}\right]=0$ for all $\alpha \in \Sigma \cup(0)$. We conclude that (8) can be sharpened to
(10) $\mathrm{g}_{\mathbb{Z}}^{*}=\sum_{\substack{\alpha, \beta \in \Sigma \cup(0) \\ \alpha \neq \beta}}\left[s\left(g_{\mathbb{Z}}\right)_{\alpha}, s\left(g_{\mathbb{Z}}\right)_{\beta}\right]$.

As $\pi$ is compatible with the gradings, ker $\pi$ is homogeneous, i.e.
(11) ker $\pi=\sum_{\gamma}(\operatorname{ker} \pi)_{\gamma}$.

Let $\gamma \in \Gamma$. If $\gamma_{\gamma}=0$, set $n_{\gamma}=0$. If $\gamma \neq 0$, set $n_{\gamma}=\max \{n \mid \gamma \in n \Gamma\}$, or, equivalently, set
$n_{\gamma}=g \cdot c \cdot d$. of the $\langle\gamma, \delta\rangle, \delta \in \Sigma$.
It is easily seen from lemma 2.6, (i), that this new definition of $n_{\gamma}$ is an extension of the old one (see (i)).
We see from (9) that
(12) $n_{\gamma}(\operatorname{ker} \pi)_{\gamma}=0 \quad\left(\operatorname{ker} \pi \subset_{\underline{z}}\left(g^{*}\right)\right)$.

As we have excluded the types $C_{1}, I \geqslant 1$, we have $\Sigma \cap p \Gamma=\varnothing$ for every $p$ (see 2.2). Hence
(13) $n_{\gamma}=1$ for $\gamma \in \Sigma$.

We see from (10) that in $g_{\mathbb{Z}}^{*}$ the only possible degrees are elements
of $\Sigma U(0)$ and sums of independent roots. As ker $\pi$ is contained
in $\mathrm{g}_{\mathbb{Z}}^{*}$, we conclude, using (12), (13) that
(14) ker $\pi=(\operatorname{ker} \pi)_{0}+\underset{n}{\Sigma} \underset{\substack{Y \text { degenerate } \\ \text { sum with res- } \\ \\ \text { pect to } n}}{(\text { ker } \pi)_{\gamma}}$

Here we see how degenerate sums come into the picture.
Let $\alpha \in \Sigma$. As (ker $\pi)_{\alpha}=0$, we have an isomorphism
$\pi:\left(\mathrm{g}_{\mathbb{Z}}^{*}\right)_{\alpha} \rightarrow\left(\mathrm{g}_{\mathbb{Z}}\right)_{\alpha}$.
Call it $\pi_{\alpha}$.
(15) We choose $X_{\alpha}^{*}$ to be the inverse image of $X_{\alpha}$ under $\pi_{\alpha}$.
(16) Define $H_{\alpha}^{*}=\left[X_{\alpha}^{*}, X_{-\alpha}^{*}\right](\alpha \in \Sigma)$, and define $Z_{\alpha, \beta}^{*}=$
$=\varepsilon(\alpha, \beta)\left[X_{\alpha}^{*}, X_{\beta}^{*}\right]$, if $\alpha, \beta$ are independent roots such that $\alpha+\beta$ is degenerate with respect to some $n$.

We have to show that $Z_{\alpha, \beta}^{*}$ depends only on $\alpha+\beta$. It is clear that $Z_{\alpha, \beta}^{*}=Z_{\beta, \alpha}^{*}$ (We require $\varepsilon(\alpha, \beta)+\varepsilon(\beta, \alpha)=0$ ). Hence we consider the case that $\alpha, \beta, \gamma, \delta$ are distinct roots, while $\alpha+\beta=\gamma+\delta$ is degenerate with respect to some $n$.

In this case $n=2,(\alpha, \beta)=(\gamma, \delta)=0$, and we may suppose
$(\alpha, \alpha)=(\gamma, \gamma) \leqslant(\beta, \beta)=(\delta, \delta)$. (See Lemma 2.6, (iii)).
Then $\langle\gamma, \beta\rangle \leqslant 1,\langle\delta, \beta\rangle \leqslant 1,\langle\gamma+\delta, \beta\rangle=\langle\alpha+\beta, \beta\rangle=2$. So $\langle\gamma, \beta\rangle=1$, and we have $\gamma-\beta \in \Sigma$.

Now suppose $\gamma-2 \beta \in \Sigma$, to get a contradiction.
We have $\langle\gamma-2 \beta, \beta\rangle=-3$, so $\Sigma$ is of type $G_{2}$, $\beta$ is short in $\Sigma$. Then $(\alpha, \beta)=0$ shows that $(\alpha, \alpha)>(\beta, \beta)$, a contradiction.

It follows that $N_{\gamma-B, B}= \pm 1$. For the same reasons $N_{\delta, \alpha-\delta}=-N_{\alpha-\delta, \delta}= \pm 1$ and $N_{\delta-\beta, \beta}= \pm 1$. Then $\beta+\delta \notin \Sigma$, since $\langle\delta, \beta\rangle=1$ and $N_{\delta-\beta, \beta}= \pm 1$. Now we can compute the Jacobi relation for $X_{\delta}^{*}, X_{\gamma-\beta}^{*}, X_{\beta}^{*}$, using the central trick:
$0=\left[X_{\delta}^{*},\left[X_{\gamma-\beta}^{*}, X_{\beta}^{*}\right]\right]+\left[X_{\beta}^{*},\left[X_{\delta}^{*}, X_{\gamma-\beta}^{*}\right]\right]+$
$\left[X_{\gamma-\beta}^{*},\left[X_{\beta}^{*}, X_{\delta}^{*}\right]\right]=N_{\gamma-\beta, \beta}\left[X_{\delta}^{*}, X_{\gamma}^{*}\right]+$
$N_{\delta, \alpha-\delta}\left[X_{\beta}^{*}, X_{\alpha}^{*}\right]+0= \pm Z_{\delta, \gamma}^{*} \pm Z_{\beta, \alpha}^{*}$.
As $n=2$, or $n_{\alpha+\beta}=n_{\gamma+\delta}=2$, it follows from (12) that $Z_{\beta, \alpha}^{*}=Z_{\delta, \gamma}^{*}$ Hence
(17) $Z_{\alpha+\beta}^{*}=\varepsilon(\alpha, \beta)\left[X_{\alpha}^{*}, X_{\beta}^{*}\right]$
is a good definition.

Next we have to prove that $X_{\alpha}^{*}, H_{\alpha}^{*}, Z_{\gamma}^{*}$ behave as described in the Theorem. Part (iii) is obvious.

The relation $\left[X_{\alpha}^{*}, X_{\beta}^{*}\right]=N_{\alpha, \beta} X_{\alpha+\beta}^{*}$ follows from (5) and (15).
Relations $\left[X_{\alpha}^{*}, X_{-\alpha}^{*}\right]=H_{\alpha}^{*}$ and $\left[X_{\alpha}^{*}, X_{\beta}^{*}\right]=Z_{\gamma}^{*}$ follow from the definitions (16), (17).
For other cases $\left[X_{\alpha}^{*}, X_{\beta}^{*}\right]=0$ because it is an element of ( $\left.\operatorname{ker} \pi\right)_{\alpha+\beta}$, which is the zero module (see (14)).
Relations $\left[Z_{\gamma}^{*}, Y\right]=0$ are obvious, and the action of $H_{\alpha}^{*}$ is the same as that of $\mathrm{sH}_{\alpha}$, which is described in ( 9 ).
This proves (ii).
Using the central trick, we see from (10) that $g_{\mathbb{Z}}^{*}$ is generated as a $\mathbb{Z}$ - module by the elements $[\mathrm{X}, \mathrm{Y}]$ where $\mathrm{X}, \mathrm{Y} \in\left\{\mathrm{X}_{\alpha}^{*}, \mathrm{H}_{\alpha}^{*} \mid \alpha \in \Sigma\right\}$. Then we see from (ii) that $g_{\mathbb{Z}}^{*}$ is generated as a $\mathbb{Z}$-module by the elements $X_{\alpha}^{*}, H_{\alpha}^{*}, Z_{\gamma}^{*}$. We still have to prove now that (1), (3), (4) are defining relations.

It will be sufficient to look for defining relations of all components $\left(g_{\mathbb{Z}}^{*}\right)_{B}$, because $g_{\mathbb{Z}}^{*}$ is the direct sum of the $\left(g_{\mathbb{Z}}^{*}\right)_{\beta}$.
First we prove that relations (1), (3), (4) are satisfied. Relation (4) is a special case of (12). Relation (1) is obvious. Relation (3) is the Jacobi relation for $X_{\alpha}^{*}, X_{\beta}^{*}, X_{\gamma}^{*}$. (See (ii) and see 2.13).
3.8. PROOF CONTINUED.

We still have to prove that relation (1), (3), (4) are sufficient to define $g_{\mathbb{Z}}^{*}$. Consider the central extension $r: g_{\mathbb{Z}}^{\prime} \rightarrow g_{\mathbb{Z}}$ of Lie algebras over $\mathbb{Z Z}$ (see 2.14).

There is a homomorphism $\tau: g_{\mathbb{Z}}^{*} \rightarrow g_{\mathbb{Z}}^{\prime}$ such that $r$ o $\tau=\pi$.
The central trick proves
$\tau\left(H_{\alpha}^{*}\right)=\left[\tau X_{\alpha}^{*}, \tau X_{-\alpha}^{*}\right]=\left[X_{\alpha}, X_{-\alpha}\right]=H_{\alpha}$.
So there can't be more relations between the $H_{\alpha}^{*}$, then there are between the $H_{\alpha}$ in $g_{\mathbb{Z}}^{\prime}$.
This proves:
(18) The subspace $\left(\mathrm{g}_{\mathbb{Z}}^{*}\right)_{0}$, generated by the $\mathrm{H}_{\alpha}^{*}$, has (1) and (3) as defining relations.

The other components of the grading of $g_{\mathbb{Z}}^{*}$ are $\mathbb{Z}$ - modules with one generator. If $\alpha \in \Sigma$, then ( $g_{\mathbb{Z}}^{*}$ ) $\alpha$ is generated by $X_{\alpha}^{*}$. It is a free $\mathbb{Z}$ - module, because $\left(\mathrm{g}_{\mathbb{Z}}\right)_{\alpha}$ is free. If $\delta$ is degenerate with respect to $n$, then $\left(g_{\mathbb{Z}}^{*}\right){ }_{\delta}$ has $Z_{\delta}^{*}$ as generator, and $n Z_{\delta}^{*}=n_{\delta} Z_{\delta}^{*}=0$ (see (12)). As $\pi$ is prime (see lemma 2.6 , (i)), ( $\left.g_{\mathbb{Z}}^{*}\right)_{\delta}$ is either zero or n-cyclic.
(19) So if we prove that $Z_{\delta}^{*} \neq 0$, then all components of the grading satisfy description (i), which proves the Theorem.
3.9. REMARK.

It is possible to check that the $\mathbb{Z}$ - module with bracket-operation $\mathrm{g}_{\mathbb{Z}}^{*}$, that is described in (i), (ii), is ir fact a Lie algebra. This yields a central extension of $g_{\mathbb{Z}}$, that we can use in the same way as we used the extension $g_{\mathbb{Z}}^{\prime} \rightarrow g_{\mathbb{Z}}$.
We won't pursue this line; we will exploit the action $\hat{A} d$ instead (see 3.1), which is a more instructive way.
3.10. Fixing $\delta$, we take $p=n_{\delta}, k=\mathbb{F}_{\mathrm{p}}$ and return to the notations of $2.1,3.4$.

The universal central extension $\pi: \mathrm{g}_{\mathrm{k}}^{*} \rightarrow \mathrm{~g}_{\mathrm{k}}$ is obtained from
$g_{\mathbb{Z}}^{*} \rightarrow g_{\mathbb{Z}}$ by reduction mod $p$. So we have in $g_{k}^{*}$ the images of $X_{\alpha}^{*}, H_{\alpha}^{*}, Z_{\delta}^{*}(\alpha \in \Sigma, \gamma$ degenerate $)$.
We denote them by $X_{\alpha}^{*}, H_{\alpha}^{*}, Z_{\gamma}^{*}$.
Now it is sufficient to prove that $Z_{\delta}^{*} \neq 0$ in $g_{k}^{*}$. We are going to give this proof case by case, using the classification of degenerate sums.
case 1. $\mathrm{P}=2$, types $\mathrm{B}_{1}(1>4)$ and type $\mathrm{F}_{4}$. We have a natural grading on $\mathrm{g}^{*}($ see 3.4 and 3.6 ).
As $Z_{\delta}^{*}$ generates $\mathrm{g}_{\delta}^{*}$, all we have to show is that $\delta$ has non-zero multiplicity in the G-module $\mathrm{g}^{*}$. For the types under consideration there is one orbit of degenerate sums (see 2.8 Table 1). Multiplicities are invariant under the action of the Weyl-group, so we may suppose $\delta=2 \varepsilon_{2}$. (Notations as in $2.1,2.16$ ).
Using the central trick and the fact that $p=2$ we see (of.[ 2 , (4.5) (2))
$\hat{A d}\left(x_{-\varepsilon_{2}}(1)\right) Z_{2 \varepsilon_{2}}^{*}=\left[\hat{A d}\left(x_{-\varepsilon_{2}}(1)\right) X_{\varepsilon_{1}+\varepsilon_{2}}^{*}, \hat{A d}\left(x_{-\varepsilon_{2}}\right.\right.$ (12) $\left.X_{-\varepsilon_{2}}^{*}+\varepsilon_{2}\right]$
$=\left[X_{\varepsilon_{1}}^{*}+\varepsilon_{2}+X_{\varepsilon_{1}}^{*}+X_{\varepsilon_{1}-\varepsilon_{2}}^{*}, X_{-\varepsilon_{1}+\varepsilon_{2}}^{*}+X_{-\varepsilon_{1}}^{*}+X_{-\varepsilon_{1}-\varepsilon_{2}}^{*}\right]=$
$\mathrm{Z}_{2 \varepsilon_{2}}^{*}+\mathrm{H}_{\varepsilon_{1}}^{*}+\varepsilon_{2}+\mathrm{H}_{-\varepsilon_{1}}^{*}+\mathrm{H}_{\varepsilon_{1}}^{*}-\varepsilon_{2}+\mathrm{Z}_{-2 \varepsilon_{2}}^{*}$, which has non-zero component in $g_{0}^{*}$. (See Corollary 2.17 and use the part of (i) that has been proved above). So $\mathrm{Z}_{2 \varepsilon_{2}}^{*}$ has non-zero image, which shows that $\mathrm{Z}_{2}^{*} \varepsilon_{1}$ itself is non-zero.
case 2. $P=2$, type $B_{4}$. We denote $g_{X}$ the Lie algebra $g$ of type $X$, and $G_{X}$ the (simply connected) Chevalley group $G$ of type $X$.

In $\left(g_{\mathscr{C}}\right)_{F_{4}}$ there is a subalgebra generated by the weight components $\left(g_{\mathscr{C}}\right){ }_{ \pm},{ }^{\prime}\left(g_{\mathscr{C}}\right){ }_{ \pm \varepsilon_{i} \pm \varepsilon_{j}}(i \neq j)$. This subalgebra is a semisimple algebra of type $\mathrm{B}_{4}$ (see [14], §5). The Chevalley basis in ( $\left.\mathrm{g}_{\mathbb{C}}\right)_{\mathrm{F}_{4}}$ obviously induces a Chevalley basis in this subalgebra $\left(g_{C}\right){ }_{B_{4}}$. Hence there is an inclusion map $\left(g_{\mathbb{Z}}\right)_{B_{4}} \rightarrow\left(g_{\mathbb{Z}}\right)_{F_{4}}$, which induces a homomorphism of $\mathrm{g}_{\mathrm{B}_{4}}$ into $\mathrm{g}_{\mathrm{F}_{4}}$, sending $\mathrm{X}_{ \pm \varepsilon_{i}}$ to $\mathrm{X}_{ \pm \varepsilon_{i}}$ and $\mathrm{X}_{ \pm \varepsilon_{i}}$ 的 to
${ }_{ \pm} \varepsilon_{i} \pm \varepsilon_{j}$. So there is a homomorphism $g_{B_{4}}^{*} \rightarrow \mathrm{~g}_{\mathrm{F}_{4}}^{*}$ sending $Z_{ \pm 2 \varepsilon_{i}}^{*}$ to $Z_{ \pm}^{*} \varepsilon_{i}$ and $Z_{ \pm}^{*} \varepsilon_{1}+\varepsilon_{2} \pm \varepsilon_{3}+\varepsilon_{4}$ to $Z_{ \pm \varepsilon_{1}+\varepsilon_{2} \pm \varepsilon_{3}+\varepsilon_{4}}$. These $Z_{\gamma}^{*}$ cover all possibilities (see 2.8, Table 1). So the image of $Z_{\delta}^{*}$ is non-zero, which proves that it is itself non-zero.
case 3. $P=2$, type $D_{4}$.
Use the "trivial" homomorphism $\mathrm{g}_{\mathrm{D}_{4}} \rightarrow \mathrm{~g}_{\mathrm{B}_{4}}$ that is analogous to the homomorphism $\underline{g}_{B_{4}} \rightarrow \operatorname{g}_{\mathrm{F}_{4}}$.
case 4. $p=2$, type $B_{3}$.
In this case we use a less trivial homomorphism.

### 3.11. DIGRESSION.

Let $\sigma$ be a graph automorphism of $G_{D_{4}}$ that has order 2. Say $\sigma$ interchanges $\alpha_{3}$ and $\alpha_{4}$. The fixed point group ( $G_{D_{4}}$ ) of $\sigma$ is an almost simple group of type $B_{3}$. This is easily seen from Theorem 8.2 in Steinberg [24], step (2) in the proof of this Theorem, Remark (b) following the proof.
The group $\left(G_{D_{4}}\right){ }_{\sigma}$ has a maximal torus $T_{\sigma}$, consisting of fixed points in the torus $T=T_{D_{4}}$. So there is a homomorphism $G_{B_{3}} \rightarrow G_{D_{4}}$, mapping $\mathrm{T}_{\mathrm{B}_{3}}$ onto $\mathrm{T}_{\sigma}$, whose image is $\left(\mathrm{G}_{\mathrm{D}_{4}}\right){ }_{\sigma}$. (See [7], Exposé 23 , Théorème 1). We make it more explicit. Let $V$ be a complex vector space of dimen-
sion 8 , with a non-degenerate symmetric bilinear form $B$ of maximal Witt index. Say $v_{1}, \ldots, v_{4}, v_{-1}, \ldots, v_{-4}$ is a basis of $v$ such that $B\left(v_{i}, v_{j}\right)=\delta_{i,-j}$ (Kronecker $\left.\delta\right)$.
In the Clifford algebra associated to $B$, the elements $v_{i} v_{j}$ span a Lie algebra of type $D_{4}$ (see [16], Theorem 7, p. 231). The elements $v_{i} v_{-i}{ }^{-v_{-j}} v_{j}=\left[v_{i} v_{j}, v_{-j} v_{-i}\right](|i| \neq|j|)$ span a Cartan subalgebra.

Let $\alpha$ be a root in $\Sigma_{D_{4}}$, say $\alpha=s_{1} \varepsilon_{i}+s_{2} \varepsilon_{j}$ where $s_{k}= \pm 1$, $i \neq j$. If $s_{1} i<s_{2} j$, then we put $X_{\alpha}=v_{s_{1} i} v_{s_{2} j}$. If $s_{1} i>s_{2} j$, then $i$ has to be interchanged with $j$. We get a Chevalley basis this way.

The counterpart of $\sigma$ in characteristic 0 interchanges $v_{4},-v_{-4}$ and fixes the other $v_{i}$ 's. (So it maps $X_{\varepsilon_{1}+\varepsilon_{4}}=v_{1} v_{4}$ to $-v_{1} v_{-4}=v_{-4} v_{1}=X_{\varepsilon_{1}-\varepsilon_{4}}$ ). Its fixed points in the Clifford algebra form an algebra that is generated by $v_{0}=v_{4}-v_{-4}$ and the $v_{i}$ with $|i|<4$. This is a Clifford algebra again, associated to the subspace $v^{1}$ of $V$ generated by $v_{0}, v_{ \pm 1}, v_{ \pm 2}, v_{ \pm 3}$ (see [9], 2.1, II. 1.4). Put $X_{ \pm \varepsilon_{i}}=v_{ \pm i} v_{0}$.

The elements $X_{ \pm \varepsilon_{i}}, X_{ \pm \varepsilon_{i} \pm \varepsilon_{j}}, i, j=1,2,3, i \neq j$, generate a Lie algebra of type $B_{3}$, and yield a Chevalley basis again. The $v_{i}$ generate a $\mathbb{Z}$ - form of the larger Clifford algebra. If we apply the construction of Chevalley groups from admissible lattices to the representations (by left multiplication) of $\left(\mathrm{g}_{\mathbb{Z}}\right)_{B_{3}}$ and $\left(g_{\mathbb{Z}}\right)_{D_{4}}$ in this $\mathbb{Z}$-form, then we get a Chevalley group $G_{B_{3}}$ that is contained in a Chevalley group $G_{D_{4}}$. The inclusion map is given by

$$
x_{ \pm \varepsilon_{i}}(t) \mapsto x_{ \pm \varepsilon_{i}+\varepsilon_{4}}(t) x_{ \pm \varepsilon_{i}-\varepsilon_{4}}(t) \quad(i<4)
$$

$$
x_{ \pm \varepsilon_{i} \pm \varepsilon_{j}}(t) \leftrightarrow x_{ \pm \varepsilon_{i} \pm \varepsilon_{j}}(t) \quad(i, j<4) .
$$

We get a homomorphism $g_{B_{3}} \rightarrow g_{D_{4}}$ given by
(21) $\mathrm{X}_{ \pm \varepsilon_{i}} \rightarrow \mathrm{X}_{ \pm \varepsilon_{i}+4}-\mathrm{X}_{ \pm \varepsilon_{i}}-\varepsilon_{4}$,

$$
\mathrm{X}_{ \pm \varepsilon_{i} \pm \varepsilon_{j}} \rightarrow \mathrm{X}_{ \pm \varepsilon_{i} \pm \varepsilon_{j}}
$$

Note that the same can be done for all pairs $B_{1}, D_{1+1}(1 \geqslant 2)$.
3.12. PROOF THEOREM 3.5 (CONCLUDED).

We return to the proof of case 4.
Consider the homomorphism $\mathrm{g}_{\mathrm{B}_{3}} \rightarrow \mathrm{~g}_{\mathrm{D}_{4}}$ that is described by (21)
in 3.11. Note that it is easy to check directly that this is
a homomorphism, because $p=2$. The homomorphism $g_{B_{3}}^{*} \rightarrow g_{D_{4}}^{*}$ that is induced, sends $Z_{ \pm \varepsilon_{1} \pm \varepsilon_{2} \pm \varepsilon_{3}}^{*}$ to $Z_{ \pm \varepsilon_{1} \pm \varepsilon_{2} \pm \varepsilon_{3}+\varepsilon_{4}}^{*}+Z_{ \pm \varepsilon_{1}}^{*} \varepsilon_{2} \pm \varepsilon_{3}-\varepsilon_{4}$ and sends $Z_{ \pm 2 \varepsilon_{i}}^{*}$ to $Z_{ \pm 2 \varepsilon_{i}}^{*}$. Again, these $Z_{\gamma}^{*}$ cover all posibilities.
case 5. $\mathrm{p}=2$, types $\mathrm{A}_{3}=\mathrm{D}_{3}$ and $\mathrm{D}_{1}(1>4)$.
Use the "trivial" homomorphism $\mathrm{g}_{\mathrm{D}_{1}} \rightarrow \mathrm{~g}_{\mathrm{B}_{\mathrm{I}}}$, cf. 3.10 , case 3 .

## case 6. $\mathrm{p}=2$, type $\mathrm{G}_{2}$.

In characteristic 2 there is a surjective homomorphism $g_{A_{3}} \rightarrow g_{G_{2}}$, having the centre of $\mathrm{g}_{\mathrm{A}_{3}}$ as kernel.

It sends $X_{\alpha}$ to $X_{p r(\alpha)}$, where $p r$ is the projection of the root system of type $A_{3}$ on a plane through a subsystem of type $A_{2}$. The image of this projection is a root system of type $G_{2}$. (Say $\Sigma_{A_{3}}=\left\{\varepsilon_{i}-\varepsilon_{j} \mid i \neq j, i, j \leqslant 4\right\}$ and project $\varepsilon_{1}$ on $\alpha_{1}, \varepsilon_{2}$ on $\alpha_{1}+\alpha_{2}, \varepsilon_{3}$ on $-2 \alpha_{1}-\alpha_{2}, \varepsilon_{4}$ on 0 ).

The existence of the corresponding homomorphism is easily checked. As $\mathrm{g}_{\mathrm{A}_{3}}^{*} \rightarrow \mathrm{~g}_{\mathrm{A}_{3}} \rightarrow \mathrm{~g}_{\mathrm{G}}$ yields a central extension (see Proposition 1.3,
(i)), there is a homomorphism $\mathrm{g}_{\mathrm{G}_{2}}^{*} \rightarrow \mathrm{~g}_{\mathrm{A}_{3}}^{*}$. This homomorphism sends $z_{\delta}^{*}$ to a nonzero element $Z_{\gamma}^{*}$, so we are done.

REMARKS.

1) In fact $g_{A_{3}}^{*} \cong \underline{g}_{G_{2}}^{*}$. This is easily proved from the generalities in 1.3, using the fact that $g_{A_{3}} \rightarrow g_{G_{2}}$ is a central extension. Then one can see again that $\mathrm{g}_{\delta}^{*} \neq 0$, from the dimensions of $\mathrm{g}_{\mathrm{G}_{2}}$ and $\mathrm{g}_{\mathrm{A}_{3}}^{*}$.
2) Case 6 can also be handled like case 4. There is a homomorphism $g_{G_{2}} \rightarrow g_{D_{4}}$, reflecting the fact that the graph automorphism of order 3 in Sping $_{g}$ has a fixed point group of type $G_{2}$. (see [24], § 8 and [22], p. 176, (c)).

Note that this homomorphism $\mathrm{g}_{\mathrm{G}_{2}} \rightarrow \mathrm{~g}_{\mathrm{D}_{4}}$ also exists in other characteristics, contrary to the homomorphism $g_{A_{3}} \rightarrow g_{G_{2}}$.
3) Finally, case 6 can also be handled like case 1.
case 7. $p=3$, type $G_{2}$.
We proceed as in the case of $p=2$, type $F_{4}$, using the same
notations for the roots as in 2.16, case 4.
It is sufficient to show that $Z_{3 \alpha}^{*} \neq 0$. Using the central trick we see
$\hat{A d}\left(x_{-\alpha}(1)\right) Z_{3 \alpha}^{*}=$
$\left[\hat{A} d\left(x_{-\alpha}(1)\right) x_{\alpha-\gamma}^{*}\right.$, Âd $\left.\left(x_{-\alpha}(1)\right) X_{\alpha-\beta}^{*}\right]=$
$\left[x_{\alpha-\gamma}^{*} \pm x_{-\gamma}^{*} \pm x_{\beta}^{*} \pm x_{\beta-\alpha}^{*}, x_{\alpha-\beta}^{*} \pm x_{-\beta}^{*} \pm x_{\gamma}^{*} \pm x_{\gamma-\alpha}^{*}\right]$.
So its component $\mathrm{H}^{*}$ in $\mathrm{g}_{0}^{*}$ is
$H_{\alpha-\gamma}^{*}+c_{1} H_{\gamma}^{*}+c_{2} H_{\beta}^{*}+c_{3} H_{\beta-\alpha}^{*}, c_{i} \in \not{ }_{3}$.
As a special case of relation (3) (see 3.5), we get
$0=N_{\beta,-\gamma} H_{\gamma-\beta}^{*}+N_{-\gamma, \gamma-\beta} H_{\beta}^{*}+N_{\gamma-\beta, \beta} H_{-\gamma}^{*}= \pm H_{\beta}^{*} \pm H_{\gamma}^{*}$.
(One also can use Lemma 2.16).
In the same way $\pm \mathrm{H}_{\alpha}^{*} \pm \mathrm{H}_{\gamma}^{*}=0$. So $\mathrm{H}^{*}=\mathrm{H}_{\alpha-\gamma}^{*}+\mathrm{c}_{3} \mathrm{H}_{\beta-\alpha}^{*}+\mathrm{c}_{4} \mathrm{H}_{\alpha}^{*}$. $\left(\mathrm{c}_{4} \in \mathrm{~F}_{3}\right)$.
Suppose $H^{*}=0$. Then $H_{\alpha-\gamma}+c_{3} H_{B-\alpha}+c_{4} H_{\alpha}=0$ in $g$, so $c_{3}=c_{4}=-1$.
(In fact these relations hold without the assumption). But $H_{\alpha-\gamma}^{*}-H_{\beta-\alpha}^{*}-H_{\alpha}^{*} \neq 0$ (see Corollary 2.17, (ii)). So $Z_{3 \alpha}^{*} \neq 0$.
case 8. $p=3$, type $A_{2}$.
Use the "trivial" homomorphism $\mathrm{g}_{\mathrm{A}_{2}} \rightarrow \mathrm{~g}_{\mathrm{G}_{2}}$, of. 3.10 , case 3 .
It is seen from 2.8, Table 1, that we have dealt with all possibilities for $\delta$.
3.13. PROPOSITION. Let $\Sigma$ be of type $c_{1}, 1 \geqslant 1$. Let $R$ be a ring. If $\left[g_{R}, g_{R}\right]=g_{R}$, then $g_{R}$ is centrally closed.

PROOF.
The finitely generated $\mathbb{Z}$ - module $g_{\mathbb{Z}} /\left[\underline{g}_{\mathbb{Z}}\right.$, $\left.g_{\mathbb{Z}}\right]$ has 2 -torsion, because all $2 \mathrm{X}_{\alpha}=\left[H_{\alpha}, X_{\alpha}\right]$ are in $\left[g_{\mathbb{Z}}, g_{\mathbb{Z}}\right]$, while some $X_{\alpha}$ are not. (see 2.2 , Corollary). So if $g_{R}=\left[g_{R}, g_{R}\right]$, or, equivalently, if $\left(g_{\mathbb{Z}} /\left[g_{\mathbb{Z}}, g_{\mathbb{Z}}\right]\right) \otimes_{\mathbb{Z}} R=0$, then (0) $\frac{1}{2} \in R$.

Now we proceed as in the proof of Theorem 3.5 with $\mathbb{Z}$ replaced by $R$. Starting from the grading on $g_{R} \otimes_{R} g_{R}$ we get a grading on $g_{R}^{*}$. Again we choose a section $s$ of $\pi$, and we get the formulas

(11) ker $\pi=\underset{\gamma}{\Sigma}(\operatorname{ker} \pi)_{\gamma}(\operatorname{see} 3.7$, relation (11)),
(12) $n_{\gamma}(\operatorname{ker} \pi)_{\gamma}=0 \quad($ see 3.7 , relation (12)).

Now $n_{\gamma}$ is either 1 or 2 for $\gamma \neq 0,\left(g_{R}^{*}\right)_{\gamma} \neq 0$. (Use (10) and see 2.8, Table 1). So relations (0), (12) imply (ker $\pi)_{\gamma}=0$ for $\gamma \neq 0$. Relations (1), (3) of 2.13 or 3.5 hold again, for the same reasons as in 3.7. (Define $H_{\alpha}^{*}$ in the same way).

There is a canonical surjection $g_{\mathbb{Z}}^{\prime} \otimes_{\mathbb{Z}} \quad R \rightarrow g_{R}^{*}$ (see 2.14). As the centre of $\underline{g}_{\mathbb{Z}}^{\prime}$ is a group of order $2^{1-1}$ (see 2.15), $\mathrm{g}_{\mathbb{Z}}^{\prime} \otimes \mathrm{R}$ is canonically isomorphic to $\mathrm{g}_{\mathrm{R}}$ (Use (0)). So
$\underline{g}_{\mathbb{Z}}^{\prime} \otimes \mathrm{R} \rightarrow \mathrm{g}_{\mathrm{R}}^{*} \rightarrow \mathrm{~g}_{\mathrm{R}}$ is an isomorphism, and $\pi$ is an isomorphism.
3.14. COROLLARY.

Let $\Sigma \cap \mathrm{pr}=\varnothing($ see $(2.2))$.
(i) $g_{k}$ is centrally closed if and only if there is no
degenerate sum.
(ii) For each degenerate sum, its multiplicity in $g^{*}$ is 1.
(iii) Every non-zero weight of ker $\pi$ is degenerate.
(iv) a. If root lengths are equal, then (ker $\pi)_{0}=0$.
b. If $\Sigma$ is of type $F_{4}$ and $p=2$, then dim (ker $\left.\pi\right)_{0}=2$. c. If $\Sigma$ is of type $B_{1}$ and $p=2$, then dim (ker $\left.\pi\right)_{0}=1$. d. If $\Sigma$ is of type $G_{2}$ and $p=2$ or $p=3$, then
$\operatorname{dim}(\operatorname{ker} \pi)_{0}=1$.
(Note that cases $a, b, c$, cover all possibilities for the occurrence of degenerate sums).

PROOF. See $2.15,3.5,3.13$ and 2.8, Table 1.
3.15. COROLLARY.
$g_{C}$ is centrally closed for all types.
3.16. COROLLARY.

Let $\Sigma \cap \mathrm{p} \Gamma=\emptyset$. Then $6 \operatorname{ker}\left(\pi: \mathrm{g}_{\mathbb{Z}}^{*} \rightarrow \mathrm{~g}_{\mathbb{Z}}\right)=0$.

PROOF. See $2.6,2.15,3.5$.
3.17. Put $I^{*}=\operatorname{dim} \mathrm{g}_{0}^{*}$ and $\mathrm{d}^{*}=\operatorname{dim} \mathrm{g}^{*}$.

We get the following list:

| $\mathrm{P}=2$ | type $\mathrm{A}_{3}$ | $\mathbf{I}^{*}=3$ | $\mathrm{d}^{*}=21$ |
| :---: | :---: | :---: | :---: |
|  | type $\mathrm{B}_{3}$ | $I^{*}=4$ | $\mathrm{d}^{*}=36$ |
|  | type $\mathrm{B}_{4}$ | $1^{*}=5$ | $\mathrm{d}^{*}=61$ |
|  | type $\mathrm{B}_{1}(1>4)$ | $1^{*}=1+1$ | $d^{*}=21^{* 2}-1^{*}$ |
|  | type $\mathrm{D}_{4}$ | $1^{*}=4$ | $d^{*}=52$ |
|  | type $\mathrm{D}_{1}(1>4)$ | $1^{*}=1$ | $\mathrm{d}^{*}=21^{2}+1$ |
|  | type $\mathrm{F}_{4}$ | $1^{*}=6$ | $\mathrm{d}^{*}=78$ |
|  | type $\mathrm{G}_{2}$ | $1^{*}=3$ | $\mathrm{d}^{*}=21$ |
| $p=3$ | type $\mathrm{A}_{2}$ | $1^{*}=2$ | $d^{*}=14$ |
|  | type $\mathrm{G}_{2}$ | $1^{*}=3$ | $\mathrm{d}^{*}=21$ |

Put $d=d i m g$. Then we have the following partial list: (note the resemblance)

| type $B_{3}$ | $1=3$ | $d=21$ |
| :--- | :--- | :--- |
| type $B_{4}$ | $1=4$ | $d=36$ |
| type $D_{1}(1>5)$ | $1=1$ | $d=21^{2}-1$ |
| type $F_{4}$ | $1=4$ | $d=52$ |
| type $B_{1}(1>4)$ | $1=1$ | $d=21^{2}+1$ |
| type $E_{6}$ | $1=6$ | $d=78$ |
| type $G_{2}$ | $1=2$ | $d=14$ |

Question: Why is the pair 5,61 not present in the second list?
§4. Admissible lattices and the category $\mathcal{L}_{V}$. E-connected components. $^{\text {- }}$
In the sequel we shall make a frequent use of the construction of Chevalley groups from admissible lattices. So it will be convenient to list in this section some properties and notations.
4.1. NOTATIONS AND DEFINITIONS.

Let $\mathrm{p}, \mathrm{k}, \mathrm{K}, \mathrm{g}, \mathrm{G}, \mathrm{T}, \ldots$ be as above (see $2.1,3.4$ ). Let $\mathscr{U}$ be the universal enveloping algebra of $\mathbb{g}_{\mathbb{C}}$ over $\mathbb{C}$. The $\mathbb{Z}$ - form generated by the $X_{\alpha}^{n} / n!(\alpha \in \Sigma, n \geqslant 0)$ is denoted $\mathcal{U}_{\mathbb{Z}}$. Let $\rho$ be a faithful representation of $g_{\mathscr{C}}$ in a complex vector space $V$. (All dimensions are finite).

The canonical extension of $\rho$ to $\mathcal{X}$ will also be denoted $\rho$.
A lattice in $V$ is a $\mathbb{Z}$ - form of $V$, an admissible lattice $M$ in $V$ is a lattice that is invariant under $\rho\left(\mathcal{U}_{\mathbb{Z}}\right)$. (See [8]). If $V$ is irreducible, then a standard lattice in $V$ is a lattice $\rho\left(\mathcal{U}_{\mathbb{Z}}\right) v$, where $v$ is a highest weight vector (see [2], Proposition 2.4). Let $M$ be an admissible lattice.

The K-module which has $F_{p}$-structure $M \otimes_{\mathbb{Z}} \mathbb{F}_{p}$ is denoted $L_{M}$. So $L_{M}$ is obtained by reduction mod $p$. The action of $U_{\mathbb{Z}}$ on $L_{M}$ and the representation of $G$ in $L_{M}$ are both denoted $\rho_{M}$. So (1) $\rho_{M}\left(x_{\alpha}(t)\right)=\sum_{n \geqslant 0} t^{n} \rho_{M}\left(X_{\alpha}^{n} / n!\right) \quad(\alpha \in \Sigma, t \in K)$. (see [2], 3.1). With the notations of loc. cit. one may choose a representation $\pi$ such that $\Gamma_{\pi}=\Gamma_{S C}$. Then $G=G_{\pi, K}$ and its representation in $L_{M}$ is $\lambda_{p, \pi}$.

REMARK 1. The action $\rho_{M}$ of $G$ on $L_{M}$ is defined over $F_{p}$. (See [2],3.3(2)).

If $M^{\prime}$ is another admissible lattice in $V$, such that $M \subset M^{\prime}$, then this inclusion induces a homomorphism of $K$-modules $L_{M} \rightarrow I_{M}$, defined over $\mathbb{F}_{\mathrm{p}}$. It is a homomorphism of $\mathcal{U}_{\mathbb{Z}}$-modules too, so it
is a homomorphism of G-modules. We denote the quotient $L_{M^{\prime} / M^{\prime}}$ This notation is justified by the right exactness of the tensor product, which yields
(2) $\quad L_{M^{*} / M} \cong\left(M^{\prime} / M\right) \otimes_{\mathbb{Z}} \quad K$.
(So $L_{M^{\prime} / M}$ is also obtained by reduction mod $p$ ).
Note that $M^{\prime} / M$ is a $U_{\mathbb{Z}}$-module, and that the action $\rho_{M^{\prime} / M}$ of $G$ on $L_{M^{\prime} / M}$ is related to the action $\rho_{M}, / M$ of $U_{Z}$ on $L_{M^{\prime} / M}$ by the formula
(3) $\quad \rho_{M^{\prime} / M}\left(x_{\alpha}(t)\right)=\sum_{n \geqslant 0}^{\Sigma} t^{n} \rho_{M^{\prime} / M}\left(X_{\alpha}^{n} / n!\right)$.

REMARK 2.
The action $\rho_{M^{\prime} / M}$ of $G$ on $L_{M^{\prime} / M}$ is defined over $\mathbb{F}_{\mathrm{P}}$, because both $\rho_{M}$, and $L_{M} \rightarrow L_{M}$, are defined over $E_{p}$.
(4) An element of $L_{M} / M^{\prime}$, corresponding to $x \in M^{\prime}$ will be denoted $\{x\} M^{\prime} / M$, or $\{x\}$.

We shall usually denote $\rho_{M^{\prime} / M}\left(X_{\alpha}^{n} / n!\right)\{x\}$ as $X_{\alpha}^{n} / n!\cdot\{x\}$.
Analogous conventions hold for $L_{M}$.
Let $V$ be fixed.
The category of $G$-modules of type $L_{M^{\prime}} / M$ with morphisms induced by inclusions of lattices is denoted $\mathscr{L}_{V}$.
(So a morphism $L_{M_{1} / M_{1}} \rightarrow L_{M_{2}^{\prime} / M_{2}}$ sends $\{x\}_{M_{1}^{\prime} / M_{1}}$ to $\{x\}_{M_{2}^{\prime} / M_{2}}$, where $\left.M_{1}^{\prime} \subset M_{2}^{\prime}, M_{1} \subset p M_{2}^{\prime}+M_{2}\right)$.
4.2. LEMMA.

Let $\rho: g_{\mathbb{C}} \rightarrow V, \rho^{\prime}: g_{\mathbb{C}} \rightarrow V^{\prime}$ be complex representations. Let $\rho \otimes \rho^{\prime}$ be the tensor representation in $V \otimes V^{\prime}$. Then

$$
\begin{gathered}
\left(\rho \otimes \rho^{\prime}\right)\left(X_{\alpha}^{n} / n!\right) a \otimes b=\sum_{i=0}^{n}\binom{n}{i} \rho\left(X_{\alpha}^{i} / i!\right) a \otimes \rho^{\prime}\left(X_{\alpha}^{n-i} /(n-i)!\right) b \\
\left(\alpha \in \Sigma, n \geqslant 0, a \in V, b \in V^{\prime}\right)
\end{gathered}
$$

PROOF.
This lemma is an easy consequence of the definition
$\left(\rho \otimes \rho^{\prime}\right) Y=\rho(Y) \otimes 1+1 \otimes \rho^{\prime}(Y) .(c f .[22]$, Lemma 7).
4.3. LEMMA.

If $M, M^{\prime}$ are admissible lattices in $V, V^{\prime}$ respectively, then $M \otimes M^{\prime}$ is an admissible lattice in $V \otimes V^{\prime}$, and $M \oplus M^{\prime}$ is an admissable lattice in $V \oplus V^{\prime}$.
4.4. LEMMA.

Let $M^{\prime}, M, V, L_{M} / M$ be as in 4.1. Let $A$ be a linear subspace of $L_{M^{\prime} / M^{\prime}}$ Then $A$ is $U_{Z^{-}}$invariant if and only if $A$ is G-invariant.

PROOF.
Let A be $\psi_{Z_{2}}$ - invariant. Then $A$ is $G$-invariant because of 4.1, formula (3). Conversely, let $A$ be G-invariant. As $T$ is K-split, we have $A=\underset{\gamma}{\Sigma} A_{\gamma}$.

If $a \in A_{\gamma}, \alpha \in \Sigma$, then $\sum_{n \geqslant 0}\left(X_{\alpha}^{n} / n!\right) \cdot a \in A$. (Use 4.1, formula (3) again). Taking homogeneous parts, we see $\left(X_{\alpha}^{n} / n!\right) \cdot A \subset A$. 4.5. LEMMA.
(i) If $A$ is a $G$-submodule of $L_{M^{\prime} / M}$, defined over $\mathbb{F}_{P}$, then the inclusion map $A \rightarrow L_{M} \cdot / M$ is a morphism in the category $\mathscr{L}_{V}$.
(ii) If $\phi$ is a morphism in $\mathscr{L}_{V}$, then its cokernel and its kernel are in $\chi_{V}$.

PROOF.
(i) Let $r: M^{\prime} \rightarrow L_{M^{\prime} / M}$ be the canonical map. Then $A$ is spanned by $r\left(r^{-1}(A)\right)$. We have $M \subset r^{-1}(A) \subset M^{r}$, so $r^{-1}(A)$ is a lattice. It is an admissible lattice because of lemma 4.4. Now
we have the injection of $\mathbb{F}_{\mathrm{p}}$-modules $r: r^{-1}(A) /$ ker $r \rightarrow A$, that induces an isomorphism $\mathrm{L}_{\mathrm{r}^{-1}(\mathrm{~A}) / \text { ker } r} \rightarrow \mathrm{~A}$.

The map $L_{r^{-1}(A) / k e r ~}{ }^{\rightarrow} L_{M^{\prime} / M}$ is in $\mathcal{L}_{V}$.
(ii) From (i) it is clear that kernels are in $\mathcal{L}_{V}$. The
cokernel of $L_{M_{1}} / M_{1} \rightarrow L_{M_{2}^{\prime} / M_{2}}$ is $L_{M_{2}^{\prime}} / M_{2}+M_{1}$.
4.6. NOTATION. Let $A$ be a G-submodule of $L_{M}$, defined over $F_{p}$. Then $\left\{\left.v \in \frac{1}{p} M \right\rvert\,\{p v\}_{M} \in A\right\}$ is denoted $M_{A}$.

LEMMA.
Let $A, M$ be as above.
(i) $M_{A}$ is an admissible lattice containing $M$, such that $A=\operatorname{ker}\left(L_{M} \rightarrow L_{M_{A}}\right)$.
(ii) If $M^{\prime}$ is another admissible lattice, containing $M$, such that $A=\operatorname{ker}\left(L_{M} \rightarrow L_{M^{\prime}}\right)$, then $M \subset M_{A} \subset M^{\prime}$.

PROOF.
(i) As $M \subset M_{A}, M_{A}$ is a lattice. It is obvious that it is an admissible one. In order to prove that $A=\operatorname{ker}\left(L_{M} \rightarrow L_{M_{A}}\right)$ we first note that both sides are defined over $\mathbb{F}$. So both sides are spanned by elements $\{v\}_{M}$. Now $\{v\}_{M} \in A \Leftrightarrow \frac{1}{P} v \in M_{A} \Leftrightarrow\{v\}_{M} \in \operatorname{ker}\left(L_{M} \rightarrow L_{M_{A}}\right)$.
(ii) If $v \in M_{A}$, then $\{p v\}_{M} \in A$, so $\{p v\}_{M}$, $=0$. If follows that $p v \in \mathrm{pM}^{\prime}$, whence $v \in \mathrm{M}^{\mathrm{t}}$.
4.7. REMARK.

If $V$ is the direct sum of two proper $G$-submodules $V_{1}, V_{2}$, then there is a natural embedding $\mathscr{L}_{\mathrm{V}_{1}} \oplus_{\mathcal{L}_{\mathrm{V}}} \rightarrow \mathscr{L}_{\mathrm{V}}$. (The notion of a
direct sum of two additive categories is obvious). But this embedding is not always an isomorphism. (There is no "complete reducibility" over $\mathbb{Z}$. )

EXAMPLE.
Let $\Sigma$ be a root system such that degenerate sums (with respect to $p$ ) exist. In $g_{\not \subset}$ the lattice $g_{\mathbb{Z}}$ is admissible (see [ 2], Proposition 2.6). So $g_{\mathbb{Z}} \otimes g_{\mathbb{Z}}$ is admissible in $g_{\mathbb{C}} \otimes g_{\mathbb{C}}$ (see 4.3).

There are homomorphisms of $\mathcal{U}_{\mathbb{Z}}$-modules
$\phi: g_{\mathbb{C}} \otimes \underline{g}_{\mathbb{C}} \rightarrow \mathbb{g}_{\mathbb{C}}$, defined by $\phi(X \otimes Y)=[X, Y]$,
$\psi: \underline{g}_{\mathbb{Z}} \otimes \underline{g}_{\mathbb{Z}} \rightarrow \mathrm{g}^{*}$, (see proof of Proposition 1.3, (ii)),
$\chi: g_{\mathbb{Z}} \rightarrow g$,
$\pi: \mathrm{g}^{*} \rightarrow \mathrm{~g}$.
Note that $\underline{g}^{*}=\underline{L}_{g_{\mathbb{Z}}} \otimes \underline{g}_{\mathbb{Z}} / \operatorname{ker} \psi \cdot$
Set $N=$ ker $\phi$.
Then $g_{\varnothing} \otimes g_{C} \cong N \oplus g_{\mathscr{C}}$, because of complete reducibility over $\mathbb{C}$. But it is not possible to decompose $g_{Z Z}{ }^{\otimes} g_{Z Z}$ in the same way. Suppose it were: Say $\underline{g}_{\mathbb{Z}} \otimes g_{\mathbb{Z}}=M_{1} \oplus M_{2}$, where $M_{1} \subset N$, both $M_{i}$ are $\mathcal{U}_{\mathbb{Z}}$-modules. Then $\left(\begin{array}{ll}\pi & 0\end{array}\right) M_{1}=\left(\begin{array}{lll}\chi & 0\end{array}\right) M_{1}=0$. So $g_{\alpha}^{*}(\alpha \in \Sigma)$ must be spanned by $\psi M_{2}$.

The span of $\psi \mathrm{M}_{2}$ is a G-module (see Lemma 4.4). So it is invariant under âd (see Proposition 3.3). Then it is clear from the description of $\mathrm{g}^{*}$ that $\psi \mathrm{M}_{2}$ spans $\mathrm{g}^{*}$ and not only the $\mathrm{g}_{\alpha}^{*}(\alpha \in \Sigma)$. But this is nonsense, because $M_{2}$ is an abelian group of rank equal to dim $g$, which is less then $\operatorname{dim} \mathrm{g}^{*}$.

It is easy to see from this example (and many others), that there may be "indecomposable" lattices in decomposable $g_{\mathbb{C}}$ - modules. (Definitions as below).
4.8. DEFINITION.

A G-module is called indecomposable if it is not the direct sum of two non-trivial G-submodules.
4.9. LEMMA.

Every (finite dimensional) G-module $L$ is the direct sum of indecomposable submodules $L_{i}$.
4.10. DEFINITION.

The $L_{i}$ in Lemma 4.9 are called the indecomposable components of $L$.

REMARK. There is some "abuse of language" here: The $L_{i}$ are not unique, but there is a Krull-Schmidt-Theorem (see [10], (14.5)).
4.11. LEMMA.

Let $(\rho, V)$ be an irreducible representation of $g_{C} \cdot$ Let $M_{s t}$ be a standard lattice in $V$ (see 4.1).

Then for every admissible lattice $M \subset M_{S t}$, the $G-m o d u l e ~ L_{M_{s t}} / M$ is indecomposable.

PROOF.
Let $v$ be the highest weight vector that generates $M_{s t}$. Let $\lambda$ be the highest weight. Suppose $L=L_{M_{S t}} / M$ has decomposition $A \oplus B$. As $\lambda$ has multiplicity 1 in $V$, it has at most multiplicity 1 in $L$, so $\{v\} \in A_{\lambda}$ or $\{v\} \in B_{\lambda}$. As $\{v\}$ generates $L$, we have $A=L$ or $B=L$.
4.12. DEFINITIONS.

Let $\alpha, \beta \in \Gamma$ (see (2.1)). Then $\alpha, \beta$ are called directly $\Sigma$-connected if there is $\gamma \in \Sigma, n \in \mathbb{Z}$, such that $\alpha-\beta=n \gamma$. Now let $\Delta$ be a subset of $\Gamma$. We say that $\alpha, \beta$ are directly $\Sigma$-connected in $\Delta$ if they are in $\Delta$ and are directly $\Sigma$-connected. (So $\gamma$ need not be in $\Delta$,) The transitive closure of the relation
"directly $\Sigma$-connected in $\Delta "$ is called " $\Sigma$-connected in $\Delta "$. Equivalently, $\alpha, \beta$ are called $\Sigma$-connected in $\Delta$ if there is a sequence $\zeta_{1}, \ldots, \zeta_{n}$ of elements of $\Delta$, such that
(i) $\zeta_{1}=\alpha, \zeta_{n}=\beta$
(ii) For $1 \leqslant i<n$ the elements $\zeta_{i}$, $\zeta_{i+1}$ are directly $\Sigma$-connected in $\Delta$.

The equivalence classes with respect to the relation " $\Sigma$-connected in $\Delta^{\prime \prime}$ are called the $\Sigma$-connected components of $\Delta$.
4.13. LEMMA.

Let $L$ be a G-module, $\Delta$ its set of weights.
Let $\Delta_{1}, \ldots, \Delta_{n}$ be the $\Sigma$-connected components of $\Delta$.
Put $L_{i}=\Sigma_{\lambda \in \Delta_{i}} L_{\lambda}$.
Then
(i) Eech indecomposable G-submodule of $L$ is contained in some $L_{i}$.
(ii) The $L_{i}$ are G-submodules.
(iii) $L=\underset{i}{\oplus} L_{i}$.

PROOF.
(ii) If $\lambda \in \Delta_{i}, v \in L_{\lambda}, \alpha \in \Sigma$, then $x_{\alpha}(t) \cdot v \in \sum_{j \geqslant 0} L_{\lambda+j \alpha}$ (see [ 2], Lemma 5.2).

As the $\lambda+j \alpha$ are directly $\Sigma$-connected to $\alpha$, we see that $x_{\alpha}(t) \cdot L_{i} \subset L_{i}$,
so G. $L_{i} \subset L_{i}$.
(iii) is obvious.
(i) Let $L^{\prime}$ be an indecomposable G-submodule of L. As
$L^{\prime}=\underset{\lambda}{\oplus} L_{\lambda}^{\prime}$, we have $L^{\prime}=\underset{i}{\oplus}\left(L^{\prime} \cap L_{i}\right)$.
But $L^{\prime}$ is indecomposable, so there is only one non-trivial term $\operatorname{in} \underset{i}{\oplus}\left(L^{\prime} \cap L_{i}\right)$.
4.14. NOTATION.

Suppose $L_{M^{\prime} / M}$ has a composition series $L_{M^{\prime} / M}=L_{1} \supset L_{2} \supset \ldots$
.. $\supset L_{k+1}=(0)$ whose elements are defined over $\mathbb{F}_{\mathrm{p}}$, hence are
in $\mathscr{Z}_{V}$ (see 4.5 ). Then we denote this composition series by
$v_{1} / v_{2} / \ldots / v_{k}$, where $v_{i} \in M^{\prime}$, such that $\left\{v_{i}\right\}_{M^{\prime} / M}^{\in L_{i}},\left\{v_{i}\right\}_{M}^{\prime} / M_{i+1} \notin L_{i}$
(So $L_{i}$ is generated by $\left\{v_{i}\right\},\left\{v_{i+1}\right\}, \ldots,\left\{v_{k}\right\}$ ).

REMARK.
Such a composition series always exists (see [27], Corollary 3F).
§5. The G-module ker $\pi$.
In this section we will study the restriction of $\hat{A} d$ to ker $\pi$.
5.1. There is a Frobenius endomorphism Er of $G$, sending $x_{\alpha}(t)$ to $x_{\alpha}\left(t^{P}\right)$ (see [7], Exposé 23, Théorème 1). Let $\delta^{1}, \ldots$, $\delta^{r}$ be the fundamental weights such that $p \delta^{i}$ is a degenerate sum (see Lemma 2.9, (i)). Let ( $p_{i}, V_{i}$ ) be the irreducible representation of $g_{C}$ with highest weight $\delta^{i}, M_{i}$ a standard lattice in $V_{i}$.
5.2. PROPOSITION.

Assume $\Sigma \cap \mathrm{pr}=\varnothing$. Let $G$ act on ker $\pi$ by the action $\hat{A d}$, and let $R$ be an indecomposable component of ker $\pi$ (see 3.1, 3.3). Then there is a fundamental weight $\delta^{i}$ as above, such that
(i) All non-zero weights of $R$ are in the orbit of $\mathrm{p}^{i}$,
(ii) $R_{0} \neq 0$ if and only if $\delta^{i} \in \Sigma$,
(iii) The representation of $G$ in $R$ is $\mathbb{F}^{\text {-isomorphic to }}$
$\left(\rho_{i}\right) M_{i} \cup \mathrm{Fr}$,
$(i v) \quad R$
(iv) $R$ is irreducible, except for the case that $p=2$ and $\delta^{i}$ is a short root in $B_{1}$ or $G_{2}$.
Then $R_{0}$ is a 1 -dimensional $G$-submodule, and $R / R_{0}$ is irreducible.

PROOF.
Let $\Delta$ be the set of weights of ker $\pi$.
We know that each nonzero element of $\Delta$ is a degenerate sum (see Corollary 3.14 , (iii)).
(1) We claim that the $\Sigma$-connected components $\Delta_{i}$ of $\Delta$ (see 4.12), are sets of the following types:
type a. An orbit of $p \delta^{i}$, where $\delta^{i}$ is a fundamental weight, $\delta^{i} \notin \Sigma$. type $b$. The union of (0) and the orbit of $p \delta^{i}$, where $\delta^{i}$ is a fundamental weight, $\delta^{i} \in \Sigma$.

Proof of (1).
First we note that for every $\alpha \in \Sigma, \gamma \in \Delta$, the weights $\gamma$ and $w_{\alpha} \gamma=\gamma-\langle\gamma, \alpha\rangle \alpha$ are directly $\Sigma$-connected. So the $\Sigma$-connected components are invariant under the action of $W$. If $\delta^{i}$ is a root, then $0, p \delta^{i}$ are directly $\Sigma$-connected. We see that sets of type $a$ or $b$ are $\Sigma$-connected. Their union is $\Delta$, so we have to prove now:

If $\alpha, \beta \in \Delta(\alpha \neq \beta)$ are directly $\Sigma$-connected, then they are contained in the same set of type a or $b$. Say $\alpha-\beta=n \gamma, \gamma \in \Sigma, n \in \mathbb{Z}$. If $\alpha$ or $\beta$ is zero, then it is easy. So suppose both are degenerate sums. The reflection $w_{\gamma}$ leaves invariant the line $L_{\alpha, \beta}$ through $\alpha, \beta$. It interchanges vectors of equal length. So if $\alpha, \beta$ have equal lengths, then $\mathrm{w}_{\gamma} \alpha=\beta$ and we are done.
If $\alpha, \beta$ have different lengths, then $\Sigma$ is of type $B_{3}$. (See 2.11 and use 2.2 to show that $\Sigma \cap \mathrm{pr}=\varnothing$ excludes type $C_{1}$ ).

Hence we have $\Sigma=\left\{ \pm \varepsilon_{i}, \pm \varepsilon_{i} \pm \varepsilon_{j}\right\}, \Delta=\left\{0, \pm 2 \varepsilon_{i}, \pm \varepsilon_{1} \pm \varepsilon_{2}+\varepsilon_{3}\right\}$. Put $\Delta_{a}=\left\{0, \pm 2 \varepsilon_{i}\right\}, \Delta_{b}=\left\{ \pm \varepsilon_{1} \pm \varepsilon_{2} \pm \varepsilon_{3}\right\}$.
The sets $\Delta_{a}, \Delta_{b}$ are of type $a, b$ respectively. As $\alpha, \beta$ have different lengths, one is in $\Delta_{a}$, one is in $\Delta_{b}$. We see that $\alpha, \beta$ differ
in all coordinates with respect to the $\varepsilon_{i}$. This yields a contradiction, as $\alpha, \beta$ are directly $\Sigma$-connected.

We have proved claim (1) now.
(2) Next we claim that every indecomposable G-submodule of ker $\pi$ is of type $L_{i}=\sum_{\lambda \in \Delta_{i}}(\operatorname{ker} \pi)_{\lambda}$.
It is sufficient to show that these $L_{i}$ are indecomposable (see Lemma 4.13).

If $\Delta_{i}$ is of type $a$, then $L_{i}$ is irreducible because its weights lie in one orbit and have multiplicity 1 (see Corollary 3.14). Obviously, there is at most one $\Delta_{i}$ of type $b$ in $\Delta$. We now use the classification of degenerate sums again, for handing the case of type $b$.
Note that $\delta^{i}$ is a short root (see 2.8 or 2.12 ). case $1 . \Sigma$ is of type $F_{4}, p=2$.
In the irreducible representation $\sigma$ of $G$, with heighest weight $\delta^{i}$, short roots have multiplicity 1 and zero has multiplicity 2 (see [26], Table II). Comparing the multiplicities of the irreducible representation $\sigma$ o $\operatorname{Fr}(c f .[2]$, Theorem 7.5) with those of the representation in $L_{i}$, we see that $L_{i}$ is irreducible again.
case 2. $\Sigma$ is of type $G_{2}, p=3$.
As in case 1, we see that $L_{i}$ is irreducible, using ([21], 4.9).
case $3 . \Sigma$ is of type $B_{1}, p=2$.
In this case all multiplicities of weights in $L_{i}$ are 1 (see Corollary 3.14). We have noticed earlier (see 3.10 , case 1) that $Z_{2 \varepsilon_{2}}^{*}$ generates a submodule having zero as a weight.
As in the proof of Lemma 4.11 it follows that $L_{i}$ is indecomposable.
case 4. $\Sigma$ is of type $G_{2}, p=2$. Put $\alpha=\alpha_{1}, \beta=\alpha_{1}+\alpha_{2}$, $\gamma=-\alpha-\beta$ (cf. 2.16, case 4). As $p=2$, we have
$\hat{A d}\left(x_{-\beta}(1)\right) Z_{2 \beta}^{*}=$
$\left[\hat{A} d\left(x_{-\beta}(1)\right) X_{\beta-\gamma}^{*}, \hat{A d}\left(x_{-\beta}(1)\right) X_{-\alpha}^{*}\right]=$
$\left[X_{\beta-\gamma}^{*}+X_{-\gamma}^{*}+X_{\alpha}^{*}+X_{\alpha-\beta}^{*}, X_{-\alpha}^{*}+X_{\gamma-\beta}^{*}\right]$.
Its component in $\mathrm{g}_{0}^{*}$ is $\mathrm{H}_{\beta-\gamma}^{*}+\mathrm{H}_{\alpha}^{*}$, which is non-zero (see Corollary 2.17, (ii)).

So we can argue as in case 3 , with $Z_{2 \varepsilon_{2}}^{*}$ replaced by $Z_{2 \beta}^{*}$.
Cases $1,2,3,4$ cover all possiblities, whence (2). Properties (i), (ii) in the proposition follow from (1), (2). Next we prove (iv). The first irreducibility statement in (iv) has been proved above (see proof of (2)).
Now consider cases $B_{1}, G_{2} ; p=2, \delta^{i}$ short.
In $L_{i}$ the weight zero has multiplicity 1 , and $Z_{2 \delta^{i}}$ generates $L_{i}$ (see 3.14 and the proof of (2)).

Choose a non-zero element $H^{*}$ in (ker $\pi$ ) . (See 2.17). Calculation shows that $x_{\alpha}(t)$ fixes $H^{*}$ for some short root $\alpha$. Then $H^{*}$ is fixed by all $x_{\delta}(t), \delta$ short, because of the action of $W$. (Wpreserves $g_{0}^{*}$ ). If $\delta$ is a long root, then $H^{*}$ is also fixed by $x_{\delta}(t)$, because no weight of $L_{i}$ is a multiple of $\delta$. (Use [2], Lemma 5.2). We see that $\left(L_{i}\right)_{0}$ is a G-submodule.
The quotient $L_{i} /\left(L_{i}\right)_{0}$ has one orbit of weights, with multiplicity 1 , hence is irreducible.

Finally, we have to prove (iii).
Let $R=L_{i}, L_{i}$ as in (2).
Let $\hat{A} d_{i}$ denote the restriction of $\hat{A d}$ to $L_{i}$, and let ( $\sigma_{i}$, $L_{i}$ ) denote the representation $\left(\rho_{i}\right)_{M_{i}}$ o $\operatorname{Fr}$ in $L_{M_{i}}$. (So $L_{i}$ denotes the vector space $L_{M_{i}}$, viewed as representation space of $\sigma_{i}$ ).
The highest weight $\delta^{i}$ of $\rho_{i}$ is a minimal dominant weight (see Lemma 2.9).

So every non-zero weight of $\rho_{i}$ is in the orbit of $\delta^{i}$, and has multiplicity 1 (see [7], Exposé 20, Proposition 1 and Exposé 16, Proposition 4).
Suppose zero is a weight of $\rho_{i}$. Then $\delta^{i}$ is $\Sigma$-connected to 0 in $W \delta^{i} U(0)$, so $\delta^{i}$ is a multiple of a root. In fact $\delta^{i}$ has to be a root, because it is a minimal dominant weight.
So, if $\delta^{i} \notin \Sigma$ then the multiplicity of zero in $\rho_{i}$ is zero. If $\delta^{i} \in \Sigma$, this multiplicity can be obtained from Weyl's dimension formula, or from [25]. It is seen that this multiplicity is the same as that of $\hat{A d_{i}}$ in 0 . (See (3.14) for the latter one). Hence $\hat{A d}{ }_{i}$ and $\sigma_{i}$ have the same multiplicity in zero. They also have the same multiplicity in non-zero weights.

For both representations all weight components are defined over $F_{p}$. If $\hat{A} d_{i}$ is irreducible, then it follows that $\hat{A} d_{i} \cong \sigma_{i}$. So we only have to consider the cases $B_{1}, G_{2}(p=2)$, mentioned in (iv).

From the definition of ( $\sigma_{i}, L_{i}^{\prime}$ ) it follows that $L_{i}$ is generated by its heighest weight vector. Hence there is a homomorphism of $G$-modules $L_{i}^{\prime} \rightarrow L_{i} /\left(L_{i}\right){ }_{0}$, defined over $F_{2}$.
The kernel of this homomorphism is ( $L_{i}^{\prime}$ ) $O^{\prime}$
We see:
(3) The representations in $L_{i} /\left(L_{i}\right)_{0}$ and $L_{i} /\left(L_{i}\right)_{0}$ are isomorphic over $\mathrm{F}_{2}$.
(4) The representations in $\left(L_{i}\right)_{0}$ and ( $\left.L_{i}\right)_{0}$ are also isomorphic over $\mathbb{F}_{2}$.
One gets a T-equivariant isomorphism of vector spaces $\psi: L_{i} \rightarrow L_{i}^{\prime}$,
defined over $F_{2}$ (i.e. $h \cdot \psi(v)=\psi(h . v)$ for $h \in T, v \in L_{i}$ ). We have to show that $\psi$ is an isomorphism of $G$-modules. Or, what
amounts to the same, $\psi$ has to be an isomorphism of $\mathcal{U}_{\mathbb{Z}}$-modules. (see 4.1, formula (3)). From (3), (4) it follows that the only case that might cause any trouble is the case $\alpha \in \Sigma, \alpha$ short, $v \in\left(L_{i}\right)-2 \alpha$, where we have to prove $\left(X_{\alpha}^{2} / 2\right) \cdot \psi v=\psi\left(\left(X_{\alpha}^{2} / 2\right) \cdot v\right)$.
As everything may be taken to be defined over $F_{2}$, the problem is solved if both sides are proved to be non-zero. (Note that multiplicities are 1).
Suppose $\left(X_{\alpha}^{2} / 2\right) \cdot v=0$. Then $\left(X_{\delta}^{2} / 2\right) \cdot\left(L_{i}\right)-2 \delta=0$ for all short roots, contradicting the fact that $L_{i}$ is generated by a highest weight vector. In the same way $\left(\mathrm{X}_{\alpha}^{2} / 2\right) \cdot \psi v$ is non-zero.
56. G-invariant $[\mathrm{p}]$-structures.

In this section we prove uniqueness of a [pl-structure on $\mathrm{g}^{*}(\mathrm{~g})$ that is invariant under $\hat{A d}$ (Ad). We will see later (see Corollary 10.2) that such a $[\mathrm{p}]$-structure on $\mathrm{g}^{*}$ exists. (It exists on g of course).
6.1. Recall that a [p]-structure on a Lie algebra $g_{1}$ over $k$ is a mapping $x \rightarrow x^{[p]}$ such that
(i) $\quad \operatorname{ad}\left(x^{[p]}\right)=(\operatorname{ad} x)^{p}, \quad\left(x \in g_{1}\right)$.
(ii) $(\lambda X)^{[p]}=\lambda^{p} x^{[p]}, \quad\left(x \in g_{1}, \lambda \in k\right)$.
(iii) $(X+Y)^{[p]}=X^{[p]}+Y^{[p]}+{\underset{\Sigma}{1}}_{\sum^{-1}} t_{i}(X, Y)$, where $t_{i}$ is an expression given in [ 1], (3.1).
We specify $t_{i}$ for $p=2,3$ :
$p=2: \quad t_{1}(X, Y)=[X, Y]$.
$p=3: \quad t_{1}(X, Y)=[Y,[Y, X]]$,
$t_{2}(X, Y)=[X,[X, Y]]$.
A Lie algebra with [p]-structure is called a p-Lie algebra.
6.2. PROPOSITION.

Assume $\Sigma \cap \mathrm{pr}=\varnothing$.
(i) There is at most one [p]-structure on $\mathrm{g}^{*}$ which is invariant under Ad.
(ii) There is exactly one [p]-structure on g which is invariant under Ad.
(iii) If $\mathrm{g}^{*}$ has a [p]-structure as in (i), and g has the $[p]$-structure of (ii), then (ker $\pi)^{[p]}=0$ and $\pi: g^{*} \rightarrow$ g is a homomorphism of $p$-Lie algebras.

PROOF.
(i) A [p]-structure is fully determined by its values on a basis. Suppose [p] is as in (i).
We shall prove that $\left(X_{\alpha}^{*}\right)^{[p]},\left(H_{\alpha}^{*}{ }^{[p]},\left(Z_{\gamma}^{*}\right)^{[p]}\right.$ are computable and hence unique. If $X \in g_{\beta}^{*}$, then we have $X^{[p]} \in g_{p \beta}^{*}$,
because of property (ii) in 6.1. It follows that $\left(Z_{\gamma}^{*}\right)^{[p]}=0$ ( $\gamma$ degenerate), and $\left(X_{\alpha}^{*}\right)^{[p]}=0$ ( $\alpha$ a long root). Let $\alpha, \beta, \alpha+\beta \in \Sigma, \alpha+\beta$ short, $\alpha$ long.

Then
$0=\hat{\operatorname{Ad}}\left(x_{\beta}(t)\right)\left(X_{\alpha}^{*}\right)[p]=$
$\left(X_{\alpha}^{*}+t \hat{a d}\left(X_{\beta}\right) X_{\alpha}^{*}+\sum_{j=2}^{n} t^{j} Y_{j}\right)^{[p]}$, where $Y_{j} \in g_{\alpha+j \beta}^{*}$.
So $0=\left(X_{\alpha}^{*}\right)^{[p]}+\left(t a \hat{a d}\left(X_{B}^{*}\right) X_{\alpha}\right)^{[p]}+\sum_{j=2}^{n}\left(t^{j} Y_{j}\right)^{[p]}+R$, where $R$
is some computable expression in commutators. Taking homogeneous parts with respect to weights, we see that $-\left(t \hat{a d}\left(X_{\beta}\right) X_{\alpha}\right)^{[p]}$ is the component of $R$ in $g_{p \alpha+p \beta}^{*}$.
Now
$\left(t \text { add }\left(X_{\beta}\right) X_{\alpha}^{*}\right)^{[p]}=t^{p} N_{\beta \alpha}\left(X_{\alpha+\beta}^{*}\right)^{[p]}$, and $N_{\beta \alpha}= \pm 1$.

It follows that $\left(X_{\alpha+\beta}^{*}\right)^{[p]}$ is computable. (It is easy to check in this way, that $\left.\left(X_{\alpha+\beta}^{*}\right)^{[p]}= \pm Z_{p \alpha+p \beta}^{*}\right)$. As every short root can be obtained in the form $\alpha+\beta$ with $\alpha$ long, all ( $\left.X_{\delta}^{*}\right)^{[p]}$ are computable $(\delta \in \Sigma)$. We are done, if we prove the same for the $\left(H_{\alpha}^{*}\right)^{[p]}$. Now
$\hat{A} d\left(x_{-\alpha}(t)\right)\left(X_{\alpha}^{*}\right)^{[p]}=\left(X_{\alpha}^{*}-t H_{\alpha}^{*}+\sum_{j=2}^{n} t^{j} Y_{j}\right)^{[p]}=$
$\left(X_{\alpha}^{*}\right)^{[p]}-t^{P}\left(H_{\alpha}^{*}\right)^{[p]}+\sum_{j=2}^{n}\left(t^{j} Y_{j}^{j}\right)^{[p]}+R^{\prime}$, where $Y_{j} \in g_{\alpha-j \alpha}^{*}$,
$R^{\prime}$ is computable.
Taking homogeneous parts again, we see that $\left(H_{\alpha}^{*}\right)^{[\mathrm{pl}]}$ is computable.
(ii) The uniqueness is proved in the same way as for $\mathrm{g}^{*}$, the existence follows from the fact that $g$ is the Lie algebra of the algebraic group $G$ (see [1], (3.3)).
(iii) We have proved $\left(z_{\gamma}^{*}\right)^{[p]}=0, \gamma$ degenerate sum. So we still have to prove that $\left((\operatorname{ker} \pi)_{0}\right)^{[p]}=0$. As ker $\pi$ is abelian we have for short roots $\alpha$ :
$0=\hat{\operatorname{Ad}}\left(\mathrm{x}_{-\alpha}(\mathrm{t})\right)\left(\mathrm{Z}_{\mathrm{p} \alpha}^{*}\right)^{[\mathrm{p}]}=\left(\mathrm{Z}_{\mathrm{p} \alpha}^{*}+\mathrm{t}^{\mathrm{P}_{Z_{0}}}+\mathrm{t}^{2 \mathrm{P}_{\mathrm{Z}_{1}}}{ }^{[\mathrm{pl}}=\right.$ $0+t^{p^{2}} Z_{0}^{[p]}+0$, where $z_{i} \in(\operatorname{ker} \pi)_{-i p \alpha}$.
The elements of type $Z_{0}$ span (ker $\left.\pi\right)_{0}$ (see Proposition 5.2).
It follows that $(\operatorname{ker} \pi)^{[\mathrm{p}]}=0$.
Now we define a $[p]$-structure on $g$ by the relation:
$(\pi X)^{[p]}=\pi X^{[p l}$.
If $\pi X=\pi Y$, then $X-Y$ is central, $(X-Y)^{[p]}=0$, so $X^{[p]}=(Y+(X-Y))^{[p]}=Y^{[p]}$. Hence $[p]$ is well-defined on $\pi\left(g^{*}\right)=g$. It is invariant under $A d$, so it is the $[p]$-structure of (ii).

### 6.3. REMARKS.

1) From the proof of (i) it follows that the [p]-structure of (iii)
is defined over ${ }^{F}{ }_{p}$.
2) Suppose that $\mathrm{g}^{*}$ has a [p]-structure as in (i). Then $\left(H_{\alpha}^{*}\right)^{[p]}=H_{\alpha}^{*}$ for long roots $\alpha$, because the computation of $\left(H_{\alpha}^{*}\right)^{[p]}$ is "the same" as the computation of $\left(H_{\alpha}\right)^{[p]}$.
But $\left(\mathrm{H}_{\alpha}^{*}\right)^{[\mathrm{P}]} \neq \mathrm{H}_{\alpha}^{*}$ for $\alpha$ short. For suppose $\left(\mathrm{H}_{\alpha}^{*}\right)^{[\mathrm{P}]}=\mathrm{H}_{\alpha}^{*}$ is also true for short roots.
Then ( $\left.H^{*}\right)^{[p]}=H^{*}$ for all $H^{*} \in\left(g^{*}\right)_{0}$, hence for all $H^{*} \in(\operatorname{ker} \pi)_{0}$ This contradicts (ii). (see Corollary 2.17). If $\alpha$ is a short root
then $\mathrm{H}_{\alpha}^{*}$ is not a semisimple element but the sum of a semisimple part, spanned by the $H_{\beta}^{*}$ with $\beta$ long, and a nilpotent part in ker $\pi$. (See [20], p. 119 for definitions).
3) For $\alpha$ long $\left(X_{\alpha}^{*}\right)[p]=0$, but for $\alpha \operatorname{short}\left(X_{\alpha}^{*}\right)^{[p]} \neq 0$. One reason for this inequality is that otherwise the computation of $\left(H_{\alpha}^{*}\right)^{[p]}$ would not differ from the computation of $\left(H_{\alpha}\right)^{[p]}$, which would contradict remark 2 .
 the same line as the uniqueness. We don't need this method. (See section 10).
67. The extension $\phi: G^{*} \rightarrow G$.

We look for an interpretation of $\pi: g^{*} \rightarrow g$ as the differential $d \phi$ of a homomorphism $\phi$ of algebraic groups (see [1], (3.3)). In this section we make some remarks about such a homomorphism. We suppose that the codomain of $\phi$ is an almost simple Chevalley group $G$, having $g$ as its Lie algebra.

Let $G^{*}$ denote the domain of $\phi$. If $\phi$ is such that $d \phi$ is a universal central extension of $g$, then the restriction of $\phi$ to the connected component of $G^{*}$ also has that property. Hence we suppose that $G^{*}$ is connected. In 2.1 we only considered the case that $G$ is simply connected. We give a justification for that choice now.

### 7.1. LEMMA.

Let $G$ be an almost simple Chevalley group, with Lie algebra $g$, such that
(i) $g=[g, g]$,
(ii) $\mathrm{g} \neq \mathrm{g}^{*}$.

## Then $G$ is simply connected.

PROOF. Let $G_{1}$ be the simply connected Chevalley group that covers $G$, and let $g_{1}$ be its Lie algebra. We claim that the natural homomorphism $\tau: \mathrm{g}_{1} \rightarrow \mathrm{~g}$ is an isomorphism.
It is well known that the image of $\tau$ contains all $g_{\alpha}, \alpha \in \Sigma$ (see [2], 2.6).
From (i) it follows that $g$ is generated by these $g_{\alpha}$. So $\tau$ is surjective. Then $\tau$ is an isomorphism, because $\operatorname{dim} g=\operatorname{dim} g_{1}$. We may conclude that $g_{1}=\left[g_{1}, g_{1}\right], g_{1}^{*} \neq g_{1}$.
This situation was analysed before. We see that there are degenerate sums and that the order of $\Gamma / \Gamma_{0}$ is a power of $p$ (see corollary 3.14 and Lemma 2.10). The Lie algebras $g, g_{1}$ are obtained from lattices $M, M_{1}$ in $g_{\mathscr{C}}$, with $M \supset M_{1}$. The group $M / M_{1}$ is isomorphic to a subgroup of $\Gamma / \Gamma_{0}$. (see [2], 2.6).
So its order is a power of $p$. But $L_{M / M_{1}}=0$ because $\tau$ is surjective. It follows that $M=M_{1}$, hence $G \cong G_{1}$.

REMARK. If we don't require that $G$ is almost simple, then the proof shows that $g$ is the direct sum of the Lie algebras of the almost simple factors of $G$. Then it is easy to see that $\pi: g^{*} \rightarrow g$ is the direct sum of the corresponding universal central extensions.
7.2. We return to the notations $p, g, G, \ldots$ of 2.1 . Suppose that there is a homomorphism $\phi: G^{*} \rightarrow G$ as above, that is, such that $G^{*}$ is a connected algebraic group and dф is a universal central extension of $g$. The Lie algebra of $G^{*}$ can be identified with $g^{*}$.

Then $d \phi$ is identified with $\pi$.
We will henceforth indicate this situation by the statement
(1) $\quad d \phi=\pi$.

Assume (1).
The Lie algebra $g^{*}$ has a [p]-structure, which is invariant under
Ad: $G^{*} \rightarrow$ Aut (g*).
As $\pi$ is surjective, $\phi$ is also surjective.
For $x \in G$, choose $y \in G^{*}$, such that $\phi y=x$.
Then $\pi 0 \operatorname{Ad}(y)=\operatorname{Ad}(x) 0 \pi$, hence $\operatorname{Ad}(y)=\hat{A d}(x)$.
We see that the [p]-structure on $\mathrm{g}^{*}$ is invariant under $\hat{A} d$. So it is the [pl-structure discussed in 6.2.
7.3. The Lie subalgebra ker $\pi$ of $g^{*}$ is an abelian Lie algebra with trivial [p]-structure (see Proposition 6.2). So (ker $\phi)^{0}$, i.e. the connected component of ker $\phi$, is the unipotent radical $R_{u}$ of $G(\operatorname{see}[1]$, Cor. (8.2), (11.5)). In fact we have:
7.4. LEMMA.

$$
R_{u}=\operatorname{ker} \phi
$$

PROOF.
$G^{*} / R_{u}$ is connected, and there is a separable homomorphism
$\psi: G^{*} / R_{U} \rightarrow G$. The group $G$ is simply connected. The group $G^{*} / R_{u}$ has the same dimension as $G$, the same semisimple rank, the same root system. We see that there is an inverse for $\psi$, or that $\psi$ is an isomorphism. (See [7], Exposé 23, Théorème 1). So $\operatorname{ker} \phi=\operatorname{ker}\left(G^{*} \rightarrow G^{*} / R_{u} \rightarrow G\right)=\operatorname{ker}\left(G^{*} \rightarrow G^{*} / R_{u}\right)=R_{u}$.
7.5. Now let $G^{*}$ be a connected algebraic group with Lie algebra $g^{*}$, $g^{*} \neq \underline{g}$. Suppose that the [p]-structure of $g^{*}$ is invariant under Âd. Let $R_{u}$ be the unipotent radical of $G^{*}$, with Lie algebra $\underline{r}_{u}$. Then $\underline{g}^{\prime}=\underline{g}^{*} / \underline{r}_{u}$ is the Lie algebra of the reductive group $G^{\prime}=G^{*} / R_{u}$.

This group $G^{\prime}$ is its own commutator, because $g^{\prime}=\left[g^{\prime}\right.$, g'] (see [1], (3.12)). So $G^{\prime}$ is even a semi-simple group. Now we use the following lemma.

LEMMA.
In the Lie algebra $g^{\prime}$ of a reductive algebraic group $G^{\prime}$ there is no central nilpotent element.

PROOF. Let $\subseteq$ be the set of central nilpotent elements. It is an ideal, invariant under Ad. It has no weight space with weight zero, because $g_{0}^{\prime}$ consists of simi-simple elements. Let ${\underset{-}{\alpha}}$ be a weight space of $c$. Then $\alpha$ is a root, so ${\underset{c}{\alpha}}^{~_{\alpha}} g_{\alpha}^{\prime}$ and $\underline{c}_{\alpha}$ is contained in the Lie algebra of a subgroup of type $\mathrm{SL}_{2}$ or $\mathrm{PSL}_{2}$. Hence it is sufficient to prove the Lemma for $\mathrm{SL}_{2}$ and $\mathrm{PSL}_{2}$, which is easy.
7.6. Applying the Lemma, we see that the image of ker $\pi$ in $g^{\prime}$, which consists of central nilpotent elements, is zero. So (1) ker $\pi \subset{\underset{\sim}{r}}$.

Let $\underline{i}$ denote the image $\pi\left(\underline{\underline{r}}_{u}\right)$ of $\underline{r}_{u}$ in $g$. It is an ideal that consists of nilpotent elements.

We have $\underline{i}=\underset{(\alpha)}{\Sigma} \underline{i}(\alpha)$, where $(\alpha)$ runs over local weights. (i.e. $\underset{(\alpha)}{ }=\left\{X \in \underset{\underline{i}}{ } \mid\left[H_{\beta}, X\right]=\langle\alpha, \beta\rangle X\right.$, for all $\left.\beta \in \Sigma\right\}$. Local weights are elements of $\Gamma / p \Gamma$, global weights are elements of $\Gamma$ ). The term $\underset{(0)}{ }(0)$ is zero, because $\underline{h}=\underline{g}(0)$ consists of semi-simple elements. (Recall that $\Sigma \cap \mathrm{p} \Gamma=\varnothing$ ). So if $\beta$ is a global root, that behaves like $(-\alpha)$ locally, then $\left[X_{\beta}, \underline{i}_{(\alpha)}\right]=0$. On the other hand $\left[X_{\beta}, g_{-\beta}\right] \neq 0$. We see that $\underline{i}=0$. Together with (1) this proves
(2) $r_{u}=$ ker $\pi$.

So $\underline{g}^{\prime} \cong \mathrm{g}^{*} / \underline{\mathrm{r}}_{\mathrm{u}} \cong \mathrm{g}$.

Hence $g^{\prime}$ is not the direct sum of two proper subalgebras, and $G^{\prime}$ is almost simple. (Use the remark in 7.1).

Then $G^{\prime}$ is isomorphic to a Chevalley group over $K$ (see [7], cf. [2], 3.3(6)), so we can apply Lemma 7.1. We see that $G$ ' is isomorphic to a simply connected almost simple Chevalley group with the same rank and the same dimension as $G$.

Then it follows that $G \cong G^{\prime}$ (use 2.8 , Table 1).
7.7. We conclude from the above: Over $K$ the following two problems are equivalent:
(i) To find a homomorphism $\phi$ such that $d \phi=\pi$.
(ii) To find an algebraic group G* $^{*}$ which has $\mathrm{g}^{*}$ as its Lie
 REMARK.

We shall use the first formulation in our solution.

### 7.8. DEFINTTION.

Let $G, H$ be connected linear algebraic groups, $\phi: H \rightarrow G$ a homomorphism of algebraic groups such that $d \phi$ is a central extension (so $\phi$ is surjective and separable). Then $\phi$ is called an infinitesimally central extension of $G$.
7.9. Consider an infinitesimally central extension $\psi: H \rightarrow G$ where $G$ is a Chevalley group and $H$ is a linear algebraic group with perfect Lie algebra $\underline{h}$ (i.e. $\underline{h}=[\underline{h}, \underline{h}]$ ). It follows from Proposition 1.3 , (v) that there is a surjective homomorphism of Lie algebras $\rho: \mathrm{g}^{*} \rightarrow \underline{h}$. It is easy to see that $\rho$ is a universal central extension. Analogously to the problem of finding a homomorphism $\phi$ with $\mathrm{d} \phi=\pi$ (as in 7.2), there is the problem of finding a homomorphism $X$ such that $d X=\rho$. This last problem will be discussed in section 13 (see Theorem 13.9). Note that such a homo-
morphism $X$ is an infinitesimally central extension and that the same is true for $\psi 0 X$.
58. Extensions of $G$ by a G-module.

In this section we discuss extensions of a group $G$ by a G-module $V$.
8.1. Let $G$ be a connected algebraic group, defined over $k$. Let $V$ be a (finite dimensional) G-module over $k$ (i.e. $V$ is defined over $k$ and the action is defined over $k$ ).

NOTATIONS.
The semi-direct product of $G$ and $V$ is denoted ${ }^{\prime} V, G$ ', and its elements are denoted ( $v, g$ ).
So $\left.\left.{ }^{(v, g}\right)^{\prime} r_{v^{\prime}}, g^{\prime}\right)=\left(v+g \cdot v^{\prime}, g g^{\prime}\right)$.
The projections $(V, G) \rightarrow V,(V, G) \rightarrow G$, and the injections $V \rightarrow(V, G), G \rightarrow(V, G)$ are denoted $P V, P_{G}, i_{V}, i_{G}$ respectively. Let $V$ be another $G$-module, and $\phi: V \rightarrow V^{\prime}$ a homomorphism of $G-$ modules. Let $\psi: G \rightarrow G, X: G \rightarrow V$ be morphisms. Then we denote ( $\phi, \psi$ ) the morphism that sends ( $v, g$ ) to ( $\phi v, \psi g$ ), and ( $\chi, \psi$ ' the morphism that sends $g$ to ' $x g, \psi g$ '.

DEFINITION.
Let $G$ act on two varieties $X$ and $Y$, and let $f: X \rightarrow Y$ be a morphism. Then $f$ is called G-equivariant if $g \cdot f(x)=f(g \cdot x)$ for all $g \in G$, $x \in X$.

## DEFINITION.

An extension of $G$ by the $G$-module $V$ is a homomorphism $\phi: H \rightarrow G$ with the following properties
(i) $\phi$ is surjective and $d \phi$ is surjective. (So $\phi$ is separable and $G \cong H / \operatorname{ker} \phi . \operatorname{See}[1],(6.6))$.
(ii) ker $\phi$ is abelian. (So the represention Int of $H$ in ker $\phi$ factors through G).
(iii) There is a G-equivariant isomorphism of algebraic groups $\tau: V \rightarrow$ ker $\phi$.

We say that $\phi: H \rightarrow G$ is a k-extension if $H$ is defined over $k$ (i.e. $H$ is a $k$-group) and $\phi, \tau$ are defined over $k$.
8.2. THEOREM. (Existence of a T-equivariant cross-section).

Let $\phi: H \rightarrow G$ be a $k$-extension of $G$ by $V, T$ a $k$-split maximal torus of $H$. Then there is a morphism $s: G \rightarrow H$, defined over $k$, such that $\phi 0 \mathrm{~s}=\mathrm{id}$ and
(i) $s(\phi T)=T$
(ii) $\operatorname{Int}(t)(s(g))=s(\operatorname{Int}(\phi t)(g))$ for $t \in T, g \in G$.
(So $s$ is $T$-equivariant).

PROOF.
In fact we will only need the structure of $V$ as a $T$-module, not the structure of $V$ as a G-module. First we use the method of $[3]$, 9.5, to get a T-equivariant cross-section $s$, defined over $k$. There has to be made a slight modification in the proof of loc. cit. One has to put $s^{\prime}: x \mapsto c(x) \cdot s(x)$ instead of $s^{\prime}: x \mapsto s(x) \cdot c(x)$. With this modification the proof also works in our case. We get a cross-section s that satisfies (ii).

We have to change $s$ in such a way that it also satisfies (i). Hence we look for a T-equivariant morphism $r: G \rightarrow V$, defined over $k$, such that
(1) $r(\phi(t)) s(\phi(t))=t$ for all $t \in T$.

If $r$ exists, then $r s$ satisfies both (i) and (ii) and we are done. The restriction of $\phi$ to $T$ is an isomorphism to $\phi T$, because $\phi$ is separable and ker $\phi$ is unipotent. Let $\psi$ be the inverse of this isomorphism. Then (1) can be written as:
(2) $r(t)=\psi(t) s(t)^{-1}$ for all $t \in \phi T$.

The righthand side of (2) is a morphism $r^{\prime}: \phi T \rightarrow V$, defined over $k$, that is $T$-equivariant, hence it maps $\phi T$ into the weight space $V_{0}$. We claim that it can be extended to a T-equivariant morphism $r: G \rightarrow V_{0}$, defined over $k$.

For such a morphism $r$ the $T$-equivariance means
(3) $r 0 \operatorname{lnt}(t)=r$ for all $t \in \phi T$.

So consider the representation of the $k-s p l i t$ torus $\phi T$ in the affine algebra $A[G]$ of $G$, defined by $t . f=f 0 \operatorname{Int}(t)$. (So $(t . f)(x)=f(\operatorname{Int}(t)(x))$ for $x \in G)$.

This representation is defined over $k$, and each $f$ is contained in a finite-dimensional subspace, stable under $\phi T$. Hence we have a decomposition into weight spaces. If $A[\phi T]$ is the affine algebra of $\phi T$, then $\tau: A[G] \rightarrow A[\phi T]$ is surjective, defined over $k$. Let $\phi T$ act trivially on $A[\phi T]$.

Then $\tau$ is also a homomorphism of $\phi T$-modules. ( $\tau(f)$ is the restriction of $f$ to $\phi T)$. We conclude that $\tau\left(A_{k}[G]{ }_{0}\right)=A_{k}[\phi T]$. It follows that the righthand side $r^{\prime}$ of (2) can be extended to a morphism $r$, defined over $k$, satisfying (3).

REMARK
The condition " T is k -split" can be dropped.
We only need that $T$ is defined over $k$, because it can be proved without the assumption about the splitting that the weight spaces $V_{0}, A[G]{ }_{0}$ are defined over $k$ (see [1], 9.2, Corollary).
§9. The Hochschild groups.
We will use rational cohomology to describe $\phi: G^{*} \rightarrow G$ (see 7) as an extension of $G$. In this section we recall some facts about this cohomology (cf. [11], Ch. II, §3).

### 9.1 DEFINITIONS AND NOTATIONS.

Let $G$ be a connected algebraic group, defined over $k$. Let $V$ be a (finite dimensional) $G$-module over $k$.

A (regular) n-cochain of $G$ in $V$ is a morphism $G \times \ldots \times G \rightarrow V$, where $G \times \ldots \times G$ denotes the direct product of $n$ copies of the variety G. (If $n=0$, then this product consists of 1 point). We put

$$
\begin{aligned}
& C^{n}(G, V)=\{n \text {-cochains of } G \text { in } V\}, \\
& C_{k}^{n}(G, V)=\{n \text {-cochains of } G \text { in } V, \text { defined over } k\} .
\end{aligned}
$$

The set $C^{n}(G, V)$ can be viewed as a vector space in a natural way. The subset $C_{k}^{n}(G, V)$ is a $k$-structure on this vector space. The boundary operator $\partial^{n}: C^{n}(G, V) \rightarrow C^{n+1}(G, V)$ is defined by $\left(\partial^{n} f\right)\left(g_{1}, \ldots, g_{n+1}\right)=g_{1} . f\left(g_{2}, \ldots, g_{n+1}\right)+$
$\sum_{i=1}^{n}(-1)^{i} f\left(g_{1}, \ldots, g_{i} g_{i+1}, \ldots, g_{n+1}\right)+(-1)^{n+1} f\left(g_{1}, \ldots, g_{n}\right)$.
The boundary operator is defined over $k$.
The $n$-th Hochschild group of $G$ in $V$ is the group $H^{n}(G, V)=$
$=\left(\operatorname{ker} \partial^{n}\right) /\left(\operatorname{Im} \partial^{n-1}\right)$. It is denoted $H^{n}(V)$ if no confusion is possible. An element of ker $\partial^{n}$ is called an n-cocycle, an element of $\operatorname{Im} \partial^{n-1}$ is called an $n$-coboundery.
The class mod (Im $\partial^{n-1}$ ) of an $n$-cocycle $f$ is denoted $\bar{f}$. Let $\partial_{k}^{n}$ denote the restriction of $\partial^{n}$ to $C_{k}^{n}(G, V)$. Then we put

$$
\mathrm{H}_{\mathrm{k}}^{\mathrm{n}}(G, V)=\left(\operatorname{ker} \partial_{\mathrm{k}}^{\mathrm{n}}\right) /\left(\operatorname{Im} \partial_{\mathrm{k}}^{\mathrm{n}-1}\right)
$$

It is also denoted $H_{k}^{n}(V)$, and it may be identified with the $k$-structure of $H^{n}(V)$, consisting of classes mod(Im $\partial^{n-1}$ ) that meet $C_{k}^{n}(G, V)$. It is easy to see that:
9.2 LEMMA.

If $k^{\prime}$ is a field extension of $k$, then

$$
H_{k}^{n}(V) \cong H_{k}^{n}(V) \theta_{k} k^{\prime}
$$

9.3 We want to give interpretations for $n$-cocycles and n-coboundaries, $n \leqslant 2$ (cf. [11], Ch. II, $\S 3$ or [ 5$]$, Ch. $\mathrm{X} \S 4$, Ch. XIV §4).
$\underline{n}=0$ The only coboundary is 0 . The cocycles correspond to elements $v$ of $V$, fixed by $G$. They are called invariants.
$\underline{n}=1$ Let ( $V, G$ ) be the semi-direct product of $V$ and $G$ (see 8.1). Every 1-cochain $f$ defines a section $s: x \mapsto(f(x), x)$ of $P_{G}$. This section is a homomorphism if and only if $f$ is a cocycle.
$\underline{n}=2$ Let $\phi: H \rightarrow G$ be a k-extension of $G$ by $V$. Then there is a section $s$ of $\phi$, defined over $k$. (See [19], Corollary 1 to Theorem 1, or the remark in 8.2). So H is isomorphic to the variety $V \times G$ by means of $x \mapsto\left(x(s \phi x)^{-1}, \phi x\right)$. We transfer the group structure to $V \times G$ by means of this isomorphism.

Put $f(x, y)=s(x) s(y) s(x y)^{-1}$.
Then $(v, g)\left(v^{\prime}, g^{\prime}\right)=\left(v+g \cdot v^{\prime}+f\left(g, g^{\prime}\right), g g^{\prime}\right)$ in $V \times G$ and $f$ is a 2-cocycle. Every 2-cocycle can be obtained in this way. Two 2-cocycles differ a coboundary if and only if they are obtained from isomorphic extensions. (Or from two sections in the same extension).
9.4 Let $\varepsilon: 0 \rightarrow A \xrightarrow{T} B \xrightarrow{Q} C \rightarrow 0$ be an exact sequence of $G$-modules over $k$. Then there is a long exact sequence

$$
\begin{aligned}
& 0 \rightarrow H^{0}(A) \xrightarrow{H^{0}(\tau)} H^{0}(B) \xrightarrow{H^{0}(\rho)} H^{0}(C) \xrightarrow{\delta^{0}(\varepsilon)} H^{1}(A) \xrightarrow{H^{1}(\tau)} \\
& H^{1}(B) \xrightarrow{H^{1}(\rho)} H^{1}(C) \xrightarrow{\delta^{1}(\varepsilon)} H^{2}(A) \ldots
\end{aligned}
$$

where the connecting homomorphisms $\delta^{i}(\varepsilon)$, also denoted $\delta^{i}$, may be defined as follows:

Choose a section $\sigma$ of $\rho$, compatible with the linear structures. (In fact we only need that $\sigma$ is a morphism of varieties such that $\sigma 0 \rho=i d$. We just make a better choice here.)

Let $f$ be an i-cocycle in $C$. Then $\sigma 0 f$ is an i-cochain in $B$. The (i+1)-coboundary $\partial^{i}(\sigma 0$ f) has its values in $A$. So it is an (i+1)-cocycle in A. (It is not necessarily a coboundary in A). Its class in $H^{i+1}(A)$ is $\delta^{i}(\bar{f})$.
9.5 EXAMPLE.

Let $i=1$ and let $f$ be a 1-cocycle in $C$. To $f$ corresponds a section $s: G \rightarrow(C, G)$ of $P_{G} .(s=(f, i d))$.

Let $\psi$ be the natural homomorphism $(\rho, i d):(B, G) \rightarrow(C, G)$. Then an element of $\delta^{1}(\bar{f})$ corresponds to an extension that is isomorphic to the extension $\mathrm{P}_{\mathrm{G}} 0 \psi: \psi^{-1}(s G) \rightarrow G$. (Note that $P_{G}{ }^{0} \psi$ is the $P_{G}$ of ( $\left.B, G^{\prime}\right)$. That extension is a subextension, with kernel $A$, of $(B, G) \rightarrow G$.

One may take as section of $P_{G}{ }^{\circ} \psi$ the morphism ${ }^{\prime} \sigma 0 \mathrm{f}, \mathrm{id}$ ). ( $\sigma: C \rightarrow B$ as above).
9.6 Now we return to the case that $G$ is a simply connected Chevalley group, defined over $k$, where $k$ is a field of characteristic $p>0$.

THEOREM. (cf. Steinberg [23]).
Let $I$ be a G-module over $k$, on which $G$ acts trivially. Then $H_{k}^{2}(G, L)=0$.

PROOF.
We may assume that $k$ is the algebraic closure of $F F$, because of Lemma 9.2.Let $f$ be a 2 -cocycle, defined over $k$. There corresponds to $f$ a k-extension $\phi: H \rightarrow G$ of $G$ by $L$, with section $s$.

Now some well-known results of Steinberg (see [23], Th. 3.2, $3.3,4.1)$ show that there is a homomorphism $\psi: G(k) \rightarrow H(k)$
with $\phi 0 \psi=$ id. We shall show that $\psi$ is a morphism. Then $\psi$ is a section of $\phi$ that defines the cocycle 0 , hence $\bar{f}=0$.

As $\phi$ is a central extension (i.e. ker $\phi$ is in the centre of $H$ ), we have
(1) $\psi((x, y))=(\psi(x), \psi(y))=(s(x), s(y))$ for $x, y \in G(k)$.
(Central trick for groups, of. 1.2. See 2.1 for notations). Now $G(k)$ is its own commutator group. (As $k$ is algebraically closed, this follows from $\underline{g}=[\underline{g}, g]$. It is true in the general case too. See [2], 3.3(5)).

So (1) determines $\psi$.
Take $a \in k^{x}$ such that $a^{2} \neq 1$. (cf. [23], 9.1). Let $\alpha \in \Sigma, t \in k$. Then $\psi\left(x_{\alpha}(t)\right)=\psi\left(\left(h_{\alpha}(a), x_{\alpha}\left(\left(a^{2}-1\right)^{-1} t\right)\right)\right)=\left(\operatorname{sh}_{\alpha}(a), s x_{\alpha}\left(\left(a^{2}-1\right)^{-1} t\right)\right)$.
(See 2.1 for notations). We see that the restriction of $\psi$ to $\left\{x_{\alpha}(t) \mid t \in k\right\}$ is a morphism. It follows that the restriction to $\left\{h_{\beta}(t) \mid t \in k^{x}\right\}$ is also a morphism. $(\beta \in \Sigma)$. Then the restriction to the open cell (see (2.1)) is a morphism, because the open cell
is the direct product (as a variety) of the subgroups
$\left\{x_{\alpha}(t) \mid t \in k\right\}, \alpha \in \Sigma$, and $\left\{h_{\beta}(t) \mid t \in k^{\times}\right\}, \beta$ simple (see [2], 3.3 (3) and [8 I , Proposition 1). By right translation we see that $\psi$ is a morphism locally, hence $\psi$ is a morphism.
§10. The existence of $\phi: G^{*} \rightarrow G$.
We now return to the problem of finding $\phi: G^{*} \rightarrow G$ such that $\mathrm{d} \phi=\pi$ (see 7.2). In this section we give a constructive proof of the existence of $\phi$. Uniqueness will be discussed later, in section 13.

Let $G, \underline{g}^{*}, \pi, \mathrm{p}, \mathrm{T}, \hat{\mathrm{A}} \mathrm{d}, \ldots$ be as in $2.1,3.1,3.4$.
NOTATION.
The $G$-module ker $\pi$, that is described in 5.2 is denoted $\underline{r}_{u}$.

### 10.1 THEOREM.

Assume $\Sigma \cap \mathrm{p} \Gamma=\emptyset$.
There is a k-extension $\phi: G^{*} \rightarrow G$ of $G$ by $\underline{r}_{u}$, such that $d \phi$ is a universal central extension of $g$.
10.2 COROLLARY.

If $\Sigma \cap \mathrm{p} \Gamma=\varnothing$, then there is exactly one $[\mathrm{p}]$-structure on $\mathrm{g}^{*}$ that is invariant under $\hat{A} d$ (see 6.2 and 7.2).
10.3 PROOF OF THE THEOREM. (This proof is lengthy).

We may assume that $\underline{r}_{u} \neq 0$, or, equivalently, that degenerate sums exist. Constructions of $\phi$ will be given type by type, using the classification of degenerate sums.

First we describe the general method that underlies these constructions. To get the extension of $G$ by $\underline{\underline{r}}_{u}$, we look for a suitable 2-cocycie $f_{2}$ of $G$ in $\underline{\underline{r}}_{u}$. We now describe how this 2-cocycle is obtained and how it is checked whether it is suitable.

## $1^{0}$ (SKETCHY)

Let

$$
\begin{aligned}
& \varepsilon_{1}: 0 \rightarrow \underline{r}_{u} \xrightarrow{\mu} c \xrightarrow{\nu} A \rightarrow 0 \text { and } \\
& \varepsilon_{2}: 0 \rightarrow L_{1} \xrightarrow{\rho} A \xrightarrow{\sigma} B \xrightarrow{\tau} L_{2} \rightarrow 0 \text { be exact sequences of }
\end{aligned}
$$

$G$-modules over $k$, such that $G$ acts trivially on $L_{1}, L_{2}$, $\operatorname{dim} L_{2}=1$.
Take a non-zero element of ( $\left.\mathrm{L}_{2}\right)_{\mathrm{k}}$. It corresponds to a 0 -cocycle $f_{0}$ of $G$ in $L_{2}$, defined over $k$. Using the short exact sequence $\varepsilon_{2,2}: 0 \rightarrow \operatorname{ker} \tau \rightarrow B \rightarrow L_{2} \rightarrow 0$, we get an element
$\delta^{0}\left(\varepsilon_{2,2}\right)\left(\bar{f}_{0}\right)$ of $H_{k}^{1}(\operatorname{ker} \tau)$.
The sequence

$$
\begin{aligned}
& 0 \rightarrow L_{1} \rightarrow A \rightarrow \operatorname{ker} \tau \rightarrow 0 \text { is exact, so the sequence } \\
& H^{1}\left(L_{1}\right) \rightarrow H^{1}(A) \rightarrow H^{1}(\operatorname{ker} \tau) \rightarrow H^{2}\left(L_{1}\right) \text { is exact. }
\end{aligned}
$$

As $H^{2}\left(L_{1}\right)=0$ (see Theorem 9.6), there is an element $\bar{f}_{1}$ of $H^{1}(A)$ that is mapped to $\delta^{0}\left(\mathcal{\varepsilon}_{2,2}\right)\left(\overline{\mathrm{f}}_{0}\right)$. In fact $\overline{\mathrm{f}}_{1}$ is unique, because $H^{1}\left(L_{1}\right)=0$ too. (This follows from the fact that $G$ is its own commutator subgroup.)

Now we choose $f_{2} \in \delta^{i}\left(\varepsilon_{1}\right)\left(\bar{f}_{1}\right)$, and check whether $f_{2}$ is suitable, i.e. whether $f_{2}$ defines an extension $\phi$ such that $d \phi$ is a universal central extension.
$2^{0}$ (ELABORATE).
There is some freedom in the choice of representatives and in the way they are constructed. In order to be able to check whether $\mathrm{f}_{2}$ is suitable, we will make these choices in a convenient way. We start with $f_{0}$ again,
(1) $f_{0} \in C_{k}^{0}\left(G, L_{2}\right)$, corresponding to an element of $\left(L_{2}\right)_{k}$ that we also denote $f_{0}$. Choose a $T$-equivariant Iinear section $\eta_{1}$ of $\tau$, defined over $k$. ( $\tau$ occurs in the sequence $\varepsilon_{2}$ ). So
(2) $\tau 0 \eta_{1}=$ id. Put
(3) $I_{1}=\partial^{0}\left(\eta_{1} f_{0}\right)$. It is a representative of $\delta^{0}\left(\mathcal{E}_{2,2}\right)\left(\bar{f}_{0}\right)$ in
$H_{k}^{1}($ ker $\tau)$. (See 9.4). So it corresponds to a homomorphism $\left(l_{1}, i d\right): G \rightarrow($ ker $\tau, G)$, defined over $k$. Let $x \in G, h \in T$. Then $\left.r l_{1}, i d\right)\left(h x h^{-1}\right)=\left(\left(h \times h^{-1}\right) \cdot \eta_{1} f_{0}-\eta_{1} f_{0}, h x h^{-1}\right)=$ $\left((h x) \cdot n_{1}\left(h^{-1} \cdot f_{0}\right)-\eta_{1}\left(h \cdot f_{0}\right), h x h^{-1}\right)=$
(h. $\left.\left(x \cdot \eta_{1} f_{0}\right)-h .\left(n_{1} f_{0}\right), h x h^{-1}\right)$.

We see that ${ }^{\prime} I_{1}$, id' is $T$-equivariant, if $T$ acts on $G$ by Int and on (ker $\tau, G$ by Int $0 i_{G}$. ( $i_{G}$ is defined in 8.1).
Now we look for a 1 -cocycle $f_{1}$ in $A$, such that
(4) $\sigma$ o $f_{1}=1_{1}$. (Recall that $\left.\sigma: A \rightarrow B.\right)$

Equivalently, we look for a homomorphism ${ }^{\prime} f_{1}$,id) $: G \rightarrow(A, G)$ such that $\left.(\sigma, i d)\left(_{f_{1}}, i d\right)={ }^{\prime} 1_{1}, i d\right)^{\prime}$.

Choose a $T$-equivariant linear section $\eta_{2}: \operatorname{ker} \tau \rightarrow A$ of $\sigma$, defined over k. So
(5) $\sigma 0 \eta_{2}=i d$.

Let $G_{1}$ denote the image of $\left(I_{1}, i d\right)$ and let $H_{1}$ denote its inverse image in $(A, G)$. Then $(\sigma, i d): H_{1} \rightarrow G_{1}$ is a central extension with kernel ${ }^{\prime} \mathrm{L}_{1}, 1$ '. As ${ }^{\prime} \mathrm{I}_{1}$, $i d$ ' is an isomorphism, defined over $k$, the group $G_{1}$ is $k$-isomorphic to $G$. Furthermore $H_{1}$ is the image of the morphism $L_{1} \times G \rightarrow H_{1}$, defined by $\left.(v, g) \mapsto(v, 1)^{\prime} \eta_{2} 0 l_{1}(g), g\right)$. This morphism is a k-isomorphism. So $H_{1}$ is also defined over $k$. We see that $(\sigma, i d): H_{1} \rightarrow G_{1}$ is a $k$-extension. Then it follows from Theorem 9.6 that $H_{1} \rightarrow G_{1}$ is isomorphic over $k$ to the trivial extension $L_{1} \times G_{1} \rightarrow G_{1}$, where $L_{1} \times G_{1}$ denotes the direct product of groups. So there is a homomorphism $\psi_{1}: G_{1} \rightarrow H_{1}$, defined over $k$, such that
(6) $\left.{ }_{\sigma}, i d\right)^{\prime} \psi_{1}=i d$.

Now we choose $f_{1}$ such that
(7) ${ }^{\prime} f_{1}, i d{ }^{\prime}=\psi_{1}{ }^{0}{ }^{\prime} I_{1}, i d{ }^{\prime}$.

Then $f_{1}$ is defined over $k$, and it follows from ( $\sigma, i d$ ) $\left(f_{1}, i d\right)=$ $=\left(l_{1}\right.$,id) that $f_{1}$ satisfies (4). We claim that
(8) $\mathrm{f}_{1}$ is T -equivariant.
(9) $f_{1}\left(x_{\alpha}(t)\right)=\eta_{2} 0 I_{1}\left(x_{\alpha}(t)\right)$ for $\alpha \in \Sigma, t \in k$.
(10) $f_{1}(T)=0$.

Proofs:
For $h \in T$ we have $l_{1}(h)=h \cdot \eta_{1} f_{0}-\eta_{1} f_{0}=0$. So the image $T_{1}$ of $T$ in $G_{1}$ is $i_{G} T=(0, T)$. (Recall that $G_{1}=\left(I_{1} \text {,id) }\right)_{G}$. Let $O_{A}$ denote the zero element in $A, 0_{B}$ the zero element in $B$. Then ${ }^{( } L_{1}, 1$ ' is unipotent and commutes with $\left.{ }^{( } O_{A}, T\right)$. So ${ }^{\prime} O_{A}, h$ is the semisimple part of $\psi_{1}{ }^{\prime} 0_{B}, h$ for $h \in T$.

It follows that ${ }^{\prime} f_{1}$, id $^{\prime}(h)=\psi_{1}{ }^{\left(0_{B}, h\right)}={ }^{\prime} 0_{A}, h$. This proves (10).
It also follows from $\left.\psi_{1}{ }^{\left(O_{B}\right.}, h\right)={ }^{\left(O_{A}, h\right)}$ that $\psi_{1}$ is T-equivariant.
We have seen above that ${ }^{\prime} I_{1}$,id' is $T$-equivariant, hence ${ }^{\prime} f_{1}$, id
is $T$-equivariant. That proofs (8).
Now let $f_{1}\left(x_{\alpha}(t)\right)=\sum_{i=1}^{n} t^{i} v_{i}, v_{i} \in A$. ( $f_{1}$ is a morphism with
$f_{1}(1)=0$ ). We have for $h \in T$ :
$\sum_{i=1}^{n} t^{i}(h \cdot v)=h \cdot f_{1}\left(x_{\alpha}(t)\right)=f_{1}\left(x_{\alpha}\left(h^{\alpha} t\right)\right)=\sum_{i=1}^{n} t^{i} h^{i \alpha} v_{i}$.
( $h^{\gamma}$ denotes the image of $h$ under $\gamma$ ). It follows that $v_{i} \in A_{i \alpha}$.
The kernel of $\sigma$ is contained in the weight space $A_{0}$, so the restriction of $\sigma$ to $\underset{i>0}{\oplus} \mathrm{~A} i \alpha$ is an isomorphism, with inverse $\eta_{2}$. Hence $f_{1}\left(x_{\alpha}(t)\right)=\eta_{2} 0 \sigma$ o $f_{1}\left(x_{\alpha}(t)\right)=\eta_{2} \circ l_{1}\left(x_{\alpha}(t)\right)$.
That proves (9).
Finally, we choose a T-equivariant linear section $\eta_{3}$ of $\nu$, defined over $k$. So
(11) $\vee \circ \eta_{3}=i d$.

We put
(12) $f_{2}=\partial^{1}\left(\eta_{3} \circ f_{1}\right)$.
(13) Then $f_{2}$ is a 2 -cocycle in $\underline{r}_{u}$, defined over $k$, corresponding to the $k$-extension $\phi: G^{*} \rightarrow G$, where $G^{*}$ is the inverse image of $\left(f_{1}, i d\right) G$ under the map $(v, i d):(C, G) \rightarrow(A, G)$, and $\phi$ is the restriction to $G$ of $P_{G}:(C, G) \rightarrow G$. (See Example 9.5). It is seen as above (see proof of (6)) that $\phi$ is a k-extension.

Put
(14) $s=1 \eta_{3} 0 f_{1}$, id ${ }^{\prime}$.

Then $s$ is a morphism as in Theorem 8.2. We have to check whether d $\phi$ is a universal central extension. Of course, the result depends on $\mathcal{E}_{1}, \xi_{2}$. First we prove that $d \phi$ is a central extension.

Put
(15) $R_{u}=\left(\underline{r}_{u}, 1\right)$.

Then $R_{u}$ is the unipotent radical of $G^{*}$. We identify its Lie algebra with $\underline{r}_{u}$. The action of $G$ on $R_{u}$ is of the form $\rho 0 \mathrm{Fr}$, where $\rho$ is a rational representation (see Proposition 5.2). As $d(\operatorname{Fr})=0$, this action of $G$ on $R_{u}$ induces a trivial action of $g$ on $f_{u}$.

In formula: $d(A d \quad o \quad s)(g)\left(\underline{r}_{u}\right)=0$.
The Lie algebra $g_{1}^{*}$ of $G^{*}$ is the direct sum, as a vector space, of $\underline{I}_{u}$ and (ds)g, because $(v, g) \mapsto v s(g)$ is an isomorphism of varieties $R_{u} \times G \rightarrow G^{*}$. So $\operatorname{ad}\left(g^{*}\right)\left(\underline{r}_{u}\right)=\operatorname{ad}((d s) g)\left(\underline{r}_{u}\right) \operatorname{tad}\left(\underline{r}_{u}\right)\left(\underline{r}_{u}\right)=$ $d(A d \quad 0 \quad s)(\underline{g})\left(\underline{r}_{u}\right)=0$. This proves that $d \phi: g_{1}^{*} \rightarrow g$ is a central extension. (Its kernel is $\underline{r}_{u}$.)
So we have a homomorphism $\mathrm{g}^{*} \rightarrow \mathrm{~g}_{1}^{*}$ with image $\left[\mathrm{g}_{1}^{*}, \mathrm{~g}_{1}^{*}\right]$. (See Proposition 1.3 , (v) ). Now suppose $\mathrm{g}_{1}^{*}=\left[\mathrm{g}_{1}^{*}, \mathrm{~g}_{1}^{*}\right]$. Then $\mathrm{g}^{*} \rightarrow \mathrm{~g}_{1}^{*}$ is a surjective isomorphism, because dimensions are equal. We conclude:
(16) If $\left[\mathrm{g}_{1}^{*}, \mathrm{~g}_{1}^{*}\right]=\mathrm{g}_{1}^{*}$, then $\mathrm{d} \phi$ is a universal central extension. Note that this condition is also necessary. One has $d \phi\left[g_{1}^{*}, g_{1}^{*}\right]=[g, g]=g$. So $\left[g_{1}^{*}, g_{1}^{*}\right]=g_{1}^{*}$ if and only if $\underline{r}_{u}$ is contained in $\left[g_{1}^{*}, \underline{g}_{1}^{*}\right]$. Hence we consider $\underline{r}_{u} \cap\left[g_{1}^{*}, g_{1}^{*}\right]$. It is a G-submodule of $\underline{r}_{u}$, because both $\underline{r}_{u}$ and $\left[\mathrm{g}_{1}^{*}, \underline{g}_{1}^{*}\right]$ are invariant under Ad o s. Consider the following condition: (17) [(ds)g,(ds)g] $\underline{\underline{r}}_{\mathrm{u}}$ generates $\underline{\mathrm{r}}_{\mathrm{u}}$ as a G-module. As $[(\mathrm{ds}) \mathrm{g},(\mathrm{ds}) \mathrm{g}]=\left[\mathrm{g}_{1}^{*}, \mathrm{~g}_{1}^{*}\right]$ (central trick), condition (17) is equivalent to $\left[g_{1}^{*}, g_{1}^{*}\right]=g_{1}^{*}$. The $G$-module $\underline{r}_{u}$ is generated by its 1-dimensional weight spaces ( $\left.\underline{r}_{\mathrm{u}}\right)_{\gamma}, \gamma$ degenerate sum (see Proposition 5.2). For each orbit of degenerate sums one ( $\left.\underline{r}_{u}\right)_{\gamma}$ suffices. We have $\left[(d s) g_{\alpha},(d s) g_{\beta}\right]=\left[\left(\underline{g}_{1}^{*}\right)_{\alpha},\left(g_{1}^{*}\right)_{\beta}\right] \subset\left(\underline{r}_{u}\right){ }_{\alpha+\beta}$, because $d \phi$ is $T$-equivariant and $d \phi$ a $d s=i d$. (Use central trick.)

Hence we formulate the condition:
(18) For each orbit of degenerate sums, there is a pair of
independent roots $\alpha, \beta$, such that

1) $\alpha+\beta$ is in the orbit,
2) $\left[(d s) X_{\alpha},(d s) X_{\beta}\right] \neq 0$.

It is clear that condition (18) is equivalent to (17). In the calculation of $\left[(\mathrm{ds}) \mathrm{X}_{\alpha}\right.$, (ds) $\mathrm{X}_{\beta}$ ], we need a description of the composition $[$,$] on \underline{g}_{1}^{*}$. The action of $G$ on $C$ induces one of $g$ on $C$.
In the Lie algebra ${ }^{( } C, g$ ) of $(C, G$ ' we see from differentiation of
Ad that
$\left.\left[{ }^{( } V, X\right)^{\prime},{ }_{( } W, Y^{\prime}\right]=[X . W-Y . v,[X, Y]]$, for $X, Y \in g, V, W \in C$.
(See [ 1], §3 for a similar situation.)
The Lie algebra $g_{1}^{*}$ is a subalgebra of $(\mathrm{C}, \mathrm{g}$ ', so
(19) $\left[(d s) X_{\alpha},(d s) X_{\beta}\right] \neq 0$ if and only if $X_{\alpha} \cdot \eta_{3}\left(d f_{1}\right) X_{\beta} \neq X_{\beta} \cdot \eta_{3}\left(d f_{1}\right) X_{\alpha}$.

It follows from (9) that $\left(d f_{1}\right) X_{\alpha}=\eta_{2}\left(d I_{1}\right) X_{\alpha}$. And $I_{1}\left(x_{\alpha}(t)\right)=$
$x_{\alpha}(t) \cdot \eta_{1} f_{0}-\eta_{1} f_{0}$. So $\left(d l_{1}\right) x_{\alpha}=X_{\alpha} \cdot \eta_{1} f_{0}$.
Summing up we get:
10.4 PROPOSITION.

The sequences $\varepsilon_{1}, \varepsilon_{2}$ yield a $k$-extension $\phi$ as in Theorem 10.1 if and only if one of the following equivalent conditions is satisfied:
(C1) $\left[g_{1}^{*}, g_{1}^{*}\right]=g_{1}^{*}$,
(C2) [ $\left.g_{1}^{*}, g_{1}^{*}\right] \cap \underline{r}_{u}$ generates $\underline{r}_{u}$ as a G-module,
(C3) For each orbit of degenerate sums, there is a pair of
independent roots $\alpha, \beta$, such that

1) $\alpha+\beta$ is in the orbit,
2) $\left[(\mathrm{ds}) \mathrm{X}_{\alpha},(\mathrm{ds}) \mathrm{X}_{\beta}\right] \neq 0$,
(C4) For each orbit of degenerate sums, there is a pair of
independent roots $\alpha, \beta$, such that
3) $\alpha+\beta$ is in the orbit,
4) $x_{\alpha} \cdot\left(n_{3} n_{2}\left(x_{\beta} \cdot n_{1} f_{0}\right)\right) \neq x_{\beta} \cdot\left(n_{3} n_{2}\left(x_{\alpha} \cdot \eta_{1} f_{0}\right)\right)$.
10.5 The corresponding diagram is:
(All maps are $T$-equivariant, but the $\eta_{i}$ are not G-equivariant).


If one of the conditions (Ci) is satisfied, we say that condition (C) is satisfied.
10.6 (CASE BY CASE).

Now we have reached the point that we have to use the classification of degenerate sums. For each possible type we have to give $\varepsilon_{1}, \varepsilon_{2}$ satisfying condition (C). They have been found by trial and error. For non-exceptional types there is a non-trivial group $\Gamma / \Gamma_{0}$, which enables us to construct non-trivial 1-cocycles from lattices in $\mathbb{g}_{\mathbb{C}}$. For exceptional types we have to study other representations then the adjoint one. We will use the notations that are introduced in 4. A2, characteristic 3 .
Root system $\left\{\alpha_{1}, \alpha_{2}, \alpha_{1}+\alpha_{2},-\alpha_{1},-\alpha_{2},-\alpha_{1}-\alpha_{2}\right\}$.
Put $\alpha=\alpha_{1}, \beta=\alpha_{2}, \gamma=\alpha+\beta$. Let $M_{\text {st }}$ denote the standard lattice in $g_{\mathbb{C}}$, generated by $X_{\beta}$. It contains all $X_{\delta}$ and $H_{\delta}, \delta \in \Sigma$. The $G$-module $A=L_{M_{s t}}$ is isomorphic to $g$ and contains an invariant 1-dimensional
subspace $L_{1}$ generated by $\left\{H_{\alpha}+H_{-\beta}\right\}_{M_{s t}}$. (It is the centre of $g$, which is non-trivial because $\Gamma / \Gamma_{0}$ has $p$-torsion.) There is an admissable lattice $M$ that is spanned by $\frac{1}{3}\left(H_{\alpha}+H_{-\beta}\right)$ and $M_{s t}$. (cf. 4.6). Let $\sigma: L_{M_{s t}} \rightarrow L_{M}$ be the canonical homomorphism. Put $B=L_{M}$. Then $\operatorname{dim} A=\operatorname{dim} B$, ker $\sigma=L_{1}$, so $L_{2}=B / \sigma A$ is 1-dimensional. (This is also clear from the fact that $L_{2}=L_{M / M_{s t}}$.) We get the exact sequence $\varepsilon_{2}: 0 \rightarrow L_{1} \xrightarrow{\rho} A \xrightarrow{\sigma} B \xrightarrow{\tau} L_{2} 0$, where $G$ acts trivially on $L_{1}, L_{2}$. As $A \simeq g$, $A$ fits in the exact sequence $\varepsilon_{1}: 0 \rightarrow \underline{E}_{u} \rightarrow \mathrm{~g}^{*} \rightarrow \mathrm{~g} \rightarrow 0$.
Choose $f_{0}=\left\{\frac{1}{3}\left(H_{\alpha}+H_{-\beta}\right)\right\}_{M / M_{s t}}$. We have to check condition (C) now. One has
$x_{\alpha} \cdot\left(\eta_{3} n_{2}\left(x_{\gamma} \cdot n_{1} f_{0}\right)\right)=x_{\alpha} \cdot\left(n_{3} n_{2}\left(x_{\gamma} \cdot\left\{\frac{1}{3}\left(H_{\alpha}+H_{-\beta}\right)\right\}\right)\right)=0$, and $x_{\gamma} \cdot\left(n_{3} \eta_{2}\left(x_{\alpha} \cdot\left\{\frac{1}{3}\left(H_{\alpha}+H_{-\beta}\right)\right\}\right)\right)=-x_{\gamma} \cdot\left(n_{3} n_{2}\left\{x_{\alpha}\right\}\right)=-\hat{a d}\left(x_{\gamma}\right)\left(x_{\alpha}^{*}\right)=$ $\pm Z_{\alpha+\gamma}^{*} \neq 0$. (Use Proposition 3.3).
In the same way $\left[(d s) X_{\gamma},(d s) X_{\beta}\right]=\left( \pm Z_{\beta+\gamma}^{*}, 0\right) \neq 0$. It is seen from 2.8 Table 1 that all orbits of degenerate sums are covered in this way.
10.7 REMARK.

One can avoid $\mathrm{L}_{1}$ by dividing out the 1-dimensional submodules in $g^{*}$ and $g(=A)$. Then one doesn't need Theorem 9.6. In fact one returns to the following classical situation:
$0 \rightarrow \underline{r}_{u} \rightarrow C \rightarrow B \rightarrow L_{2} \rightarrow 0$ is a resolution of $L_{2}$. In the same way the construction for $D_{1}$ and $F_{4}$ can be simplified. But it is not possible to do the same for $\mathrm{B}_{1}, \mathrm{G}_{2}$ in characteristic 2. At least not for the constructions that will be given below. In the case of $G_{2}$ in characteristic 3 , we will use a construction where $L_{1}=0$ automatically. So we will need $L_{1}$ just in those cases that $\underline{I}_{u}$ has a 1-dimensional G-submodule (see Proposition 5.2).

Then we will use a sequence $\varepsilon_{1}$ in which $A$ has a 1 -dimensional G-submodule, which is the image of an indecomposable submodule of $C$ that has dimension $>1$.
$10.8 \mathrm{~A}_{3}$ and $\mathrm{D}_{1}, 1>4$, characteristic 2.
We exploit the centre of g in the same way as above. The root system is $\Sigma=\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j} \mid 1 \leqslant i<j \leqslant l\right\}$. (See [4] "Planches" and use that $A_{3}=D_{3}$ ). The element $X_{\varepsilon_{1}+\varepsilon_{3}}$ in $g_{\mathbb{C}}$ generates a standard lattice $M_{s t}$, corresponding to $g$. (i.e. $L_{M_{S t}} \simeq g$ ). Choose $H=$ ${ }^{H} \varepsilon_{1}+\varepsilon_{1}+{ }_{i=1}^{I-1} H_{i}+\varepsilon_{i+1}$. If 1 is even, then $H \in 2 M_{s t}$; if 1 is odd, then $\{H\}_{M_{S t}}$ generates a 1-dimensional $G$-submodule. (It is the centre again). Anyway, $\frac{1}{2} H$ and $M_{s t}$ span an admissable lattice $M^{1}$. In $L_{M}$ ' the element $\left\{\frac{1}{2} H\right\} M^{\prime}$ generates a 1 -dimensional G-submodule. So we can define the admissable lattice $M$, spanned by $\frac{1}{4} H$ and $M_{s t}$. Let $\sigma: L_{M_{s t}} \rightarrow L_{M}$ be the natural homomorphism, and choose

$$
\varepsilon_{2}: 0 \rightarrow \mathrm{~L}_{1} \rightarrow \mathrm{~L}_{\mathrm{M}_{\mathrm{St}}} \rightarrow \mathrm{~L}_{\mathrm{M}} \rightarrow \mathrm{~L}_{2} \rightarrow 0
$$

Again we can identify $A=L_{M_{s t}}$ with $g$, and we put

$$
\varepsilon_{1}: 0 \rightarrow \underline{\mathrm{r}}_{\mathrm{u}} \rightarrow \mathrm{~g}^{*} \rightarrow \mathrm{~g} \rightarrow 0
$$

Choose $f_{0}=\left\{\frac{1}{4} H\right\}$. (If 1 is even, then there is another factor of the centre. But that factor does not give the right cocycles). We check condition (C):
$X_{\varepsilon_{1}+\varepsilon_{2}} \cdot\left(\eta_{3} \eta_{2}\left(X_{\varepsilon_{1}-\varepsilon_{2}} \cdot \eta_{1} f_{0}\right)\right)=0$,
$X_{\varepsilon_{1}-\varepsilon_{2}} \cdot\left(\eta_{3} \eta_{2}\left(X_{\varepsilon_{1}+\varepsilon_{2}} \cdot \eta_{1} f_{0}\right)\right)=\hat{a d}\left(X_{\varepsilon_{1}-\varepsilon_{2}}\right)\left(X_{\varepsilon_{1}+\varepsilon_{2}}\right)=Z_{2 \varepsilon_{1}}^{*} \neq 0$.
$10.9 \mathrm{D}_{4}$, characteristic 2 .
If we use the same construction as above, then it appears that one orbit of degenerated sums is missing:
$\left[(d s) X_{\varepsilon_{1}-\varepsilon_{2}},(d s) X_{\varepsilon_{1}+\varepsilon_{2}}\right] \neq 0$ and $\left[(d s) X_{\varepsilon_{1}-\varepsilon_{2}},(d s) X_{\varepsilon_{3}+\varepsilon_{4}}\right] \neq 0$, but $\left[(\mathrm{ds}) X_{\varepsilon_{1}+\varepsilon_{2}},(\mathrm{ds}) X_{\varepsilon_{3}+\varepsilon_{4}}\right]=0$.

So we have to do something about the orbit of $\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}+\varepsilon_{4}$.
Say $\underline{r}_{u}=\underline{r}_{1} \oplus \underline{r}_{2} \oplus \underline{r}_{3}$, where $\underline{r}_{1}$ is the component that corresponds to the orbit of $2 \varepsilon_{1}, \underline{I}_{2}$ to that of $\varepsilon_{1}-\varepsilon_{2}+\varepsilon_{3}+\varepsilon_{4}, \underline{r}_{3}$ to the last one. What we have now is a 2-cocycle $f_{2}$ in $\underline{r}_{u}$ that behaves the right way in $\underline{r}_{1} \oplus \underline{r}_{2}$. We divide out $\underline{r}_{3}$ and obtain a 2-cocycle $f_{2}^{12}$ of $G$ in $\underline{r}_{1} \oplus \underline{\underline{r}}_{2}$. We need a complementary cocycle in $\underline{r}_{3}$, to get a cocycle $f_{2}^{123}$ in ${\underset{-u}{u}}^{\text {. From }} f_{2}^{12}$ we can get a 2 -cocycle $f_{2}^{2}$ in $\underline{r}_{1}$ by dividing out $\underline{r}_{2}$. It is transformed into a suitable 2-cocycle in $\underline{I}_{3}$ by the automorphism of $D_{4}$ that interchanges the first and the third orbit.

We will use a slightly different method now. (It is not essentially different.) In $g$ the element $H_{\varepsilon_{1}+\varepsilon_{2}}+H_{\varepsilon_{1}-\varepsilon_{2}}$ generates $a$ 1-dimensional G-submodule. So we can choose the admissible lattice $M^{\prime \prime}=\frac{1}{2} \mathbb{Z}\left(H_{\varepsilon_{1}+\varepsilon_{2}}+H_{\varepsilon_{1}-\varepsilon_{2}}\right)+M_{s t}$ instead of the lattice $M=\mathbb{Z}\left(\frac{3}{4} H\right)+M_{s t}$. Proceeding the same way as we did with $M$, we get a 2-cocycle for which $\left[(d s) g\right.$, (ds)g] $\cap \underline{r}_{u}=\underline{r}_{2} \oplus \underline{r}_{3}$. Now we divide out the submodule $\underline{r}_{1} \oplus \underline{r}_{2}$, and get a 2 -cocycle $f_{2}^{3}$ in $\underline{r}_{3}$. The final 2-cocycle $f_{2}^{12} \oplus f_{2}^{3}$ in $\underline{r}_{u}$ satisfies condition ( $C$ ).
Here one has to take for $\mathcal{E}_{1}$ the direct sum of $0 \rightarrow \underline{r}_{1} \oplus \underline{\underline{r}}_{2} \rightarrow \underline{g}^{*} / \underline{r}_{3} \rightarrow \underline{g} \rightarrow 0$ and $0 \rightarrow \underline{r}_{3} \rightarrow \underline{g}^{*} / \underline{r}_{1} \oplus \underline{r}_{2} \rightarrow \underline{g} \rightarrow 0$, while $\mathcal{E}_{2}$ has to be the direct sum of the two corresponding $\mathcal{E}_{2}$ 's. Note that the sum of the cocycles that behave well in $\underline{r}_{1} \oplus \underline{r}_{2}$ and $\underline{r}_{2} \oplus \underline{m}_{3}$ respectively, is not behaving well in $\underline{I}_{2}$. That is the reason that $\underline{r}_{2}$ has to be divided out one time.
10.10 REMARK.

The reasoning we used for $D_{4}$ shows:
It is sufficient to construct for each orbit of degenerated sums a system $\left(\varepsilon_{1}, \varepsilon_{2}\right)$, such that there are $\alpha, \beta$ as in condition (C3) or (C4).
10.11 $\mathrm{B}_{1}, 1 \geqslant 5$, characteristic 2.

We have seen earlier (in 3.11) how the Chevalley group $G_{B_{1}}$ can be embedded in the Chevalley group $G_{D_{1+1}}$. From now on we will suppress the subscripts 1 in $B_{1}$ and $1+1$ in $D_{1+1}$.

The embedding $G_{B} \rightarrow G_{D}$ induces a homomorphism $g_{B} \rightarrow g_{D}$, which in its turn induces a homomorphism of $\mathrm{g}_{\mathrm{B}}^{*}$ into $\mathrm{g}_{\mathrm{D}}^{*}$, given by
$X_{\varepsilon_{i}}^{*} \longmapsto X_{\varepsilon_{i}}^{*}+\varepsilon_{I+1}+X_{\varepsilon_{i}}^{*} \varepsilon_{I+1}$ and $X_{ \pm \varepsilon_{i}}^{*} \varepsilon_{j} \longmapsto X_{ \pm \varepsilon_{i}}^{*} \varepsilon_{j}$.
The image of $\left(\underline{E}_{u}\right){ }_{B}$ in $g_{D}^{*}$ is spanned by the elements $Z_{2 \varepsilon_{i}}^{*}(i \leqslant 1)$, $Z_{2 \varepsilon_{I+1}}^{*}+Z_{-2 \varepsilon_{I+1}}^{*}$. We see that it has the same dimension as ( $\left.\underline{r}_{u}\right)_{B}$. Hence there is an exact sequence of $G_{B}$ moduies
$\varepsilon_{1}: 0 \rightarrow\left(\underline{r}_{u}\right)_{B} \rightarrow\left(\underline{g}^{*}\right)_{D} \rightarrow A \rightarrow 0$.
As $\left(\underline{r}_{u}\right)_{B}$ is mapped into $\left(\underline{r}_{u}\right)_{D}$, there is a homomorphism
$A \rightarrow\left(g^{*}\right)_{D} /\left(\underline{r}_{u}\right)_{D} \cong g_{D}$.
Its kernel is 1 -dimensional. (It is spanned by the image of $Z_{2 \varepsilon_{1+1}}^{*}$.)
For $D$ we used an exact sequence

$$
0 \rightarrow \mathrm{~L}_{1} \rightarrow \mathrm{~g}_{\mathrm{D}} \rightarrow \mathrm{~B} \rightarrow \mathrm{~L}_{2} \rightarrow 0, \text { where } \operatorname{dim} \mathrm{L}_{1}=1
$$

Now we replace $g_{D} \rightarrow B$ by $A \rightarrow B$, i.e. by the composite of $A \rightarrow g_{D}$
and $g_{D} \rightarrow B$, and get an exact sequence
$\mathcal{\varepsilon}_{2}: 0 \rightarrow L_{1} \rightarrow A \rightarrow B \rightarrow L_{2} \rightarrow 0$, where dim $L_{1}=2$.
We have to check condition (C) again. For that purpose we may use the same calculation as we did for type $D$ itself. It is also possible to calculate $\left[(d s) X_{\alpha},(d s) X_{\beta}\right]$ using the fact that the Lie algebra of $G_{D}^{*}$ is isomorphic to $G_{D}^{*}$.
$10.12 \mathrm{~B}_{3}$, characteristic 2 .
We still have an embedding $G_{B_{1}} \rightarrow G_{D_{1+1}}(1=3$ now). In the case
of $D_{4}$ we did not use an exact sequence of the type
$0 \rightarrow\left(\underline{r}_{u}\right)_{D} \rightarrow g_{D}^{*} \rightarrow g_{D} \rightarrow 0$, but a direct sum of two sequences:
$0 \rightarrow \underline{\underline{r}}_{1} \oplus \underline{\underline{r}}_{2} \rightarrow \mathrm{~g}_{\mathrm{D}}^{*} / \underline{\underline{E}}_{3} \rightarrow \mathrm{~g}_{\mathrm{D}} \rightarrow 0$ and. $0 \rightarrow \underline{\mathrm{r}}_{3} \rightarrow \mathrm{~g}_{\mathrm{D}}^{*} / \underline{\underline{r}}_{1} \oplus \underline{\underline{r}}_{2} \rightarrow \mathrm{~g}_{\mathrm{D}} \rightarrow 0$. The image of $\left(\underline{r}_{u}\right)_{B}$ in $g_{D}^{*}$ is spanned by the elements $Z_{2 \varepsilon_{i}}^{*}(i=1,2,3)$, $Z_{2 \varepsilon_{4}}^{*}+Z_{-2 \varepsilon_{4}}^{*}, Z_{s_{1} \varepsilon_{1}+s_{2} \varepsilon_{2}+s_{3} \varepsilon_{3}+\varepsilon_{4}}^{*}+Z_{s_{1} \varepsilon_{1}+s_{2} \varepsilon_{2}+s_{3} \varepsilon_{3}-\varepsilon_{4}}^{*}$, $s_{i}= \pm 1$.
So ( $\left.\underline{\underline{x}}_{\mathrm{u}}\right)_{\mathrm{B}}$ is mapped injectively into $\mathrm{g}_{\mathrm{D}}^{*} / \underline{\underline{r}}_{3}$. There is an exact sequence $\varepsilon_{1}: 0 \rightarrow\left(\underline{\underline{r}}_{u}\right)_{B} \rightarrow \underline{g}_{D}^{*} / \underline{\underline{r}}_{3} \rightarrow \mathrm{~A} \rightarrow 0$, and a natural homomorphism $A \rightarrow g_{D}$, with 1-dimensional kernel. In the case of $D_{4}$ there was used an exact sequence $0 \rightarrow L_{1} \rightarrow g_{D} \rightarrow B \rightarrow L_{2} \rightarrow 0$, corresponding to the sequence $0 \rightarrow \underline{\underline{r}}_{1} \oplus \underline{\underline{r}}_{2} \rightarrow \mathrm{~g}_{\mathrm{D}}^{*} / \underline{\underline{r}}_{3} \rightarrow \mathrm{~g}_{\mathrm{D}} \rightarrow 0$. Again we replace $g_{D} \rightarrow B$ by $A \rightarrow B$, and we get an exact sequence $\mathcal{E}_{2}: 0 \rightarrow L_{1} \rightarrow A \rightarrow$ $\rightarrow \mathrm{B} \rightarrow \mathrm{L}_{2} \rightarrow 0$. It is easy to check condition (C) now.

REMARK 1.
We can't use the construction of case $D_{5}$ for the case $B_{4}$, because ( $\left.\underline{r}_{u}\right)_{D}$ is too small in this case. That is the reason that we will embed $B_{4}$ in $F_{4}$ and not in $D_{5}$.

## REMARK 2.

For $B_{1}, I \geqslant 3, I \neq 4$, there also is a construction where $\operatorname{dim} A=$ $\operatorname{dim} \mathrm{g}_{\mathrm{B}_{1}}$. So this construction uses $G$-modules of lower dimension. (dim $g_{B_{1}}<\operatorname{dim} g_{D_{1+1}}$ ). In fact it uses a module $A$ that is a quotient of the one used above.
$10.13 \mathrm{~F}_{4}$, characteristic 2 .
We don't have a centre in $g$ now, but we do have a G-submodule, generated by the $X_{\alpha}, \alpha$ short. (See [26] Table 2).
It is spanned by the $\mathrm{X}_{\alpha}, \mathrm{H}_{\alpha}$, $\alpha$ short. (See also [22] page 155, Remark c.)

We put $\left.M_{s t}=u_{\mathbb{Z}}\left(X_{\varepsilon_{1}+\varepsilon_{2}}\right), M_{\frac{1}{2}}=u_{\mathbb{Z}}^{\left(\frac{1}{2} X_{\varepsilon_{1}}\right.}\right)$. Then $M_{\frac{1}{2}} \supset M_{\text {st }}$. There is a homomorphism of $G_{\mathbb{C}}$-modules, hence of $u_{\mathbb{Z}}$-modules, $S: g_{\mathbb{C}} \otimes g_{\mathbb{C}} \rightarrow g_{\mathbb{C}} \otimes g_{\mathbb{C}}$ given by $S(x \otimes y)=x \otimes y+y \otimes x$.

Put
(2) $M^{\prime}=2 M_{\frac{1}{2}} \otimes M_{s t} \subset M_{s t} \otimes M_{s t}$,
(3) $M=2 M^{+}+\left(M^{\prime} \cap S\left(g_{\mathbb{C}} \otimes g_{\mathbb{C}}\right)\right)$,
(4) $A=L_{M^{\prime}} / M^{*}$

Stated otherwise, A is the G-module that corresponds to the lattice $M_{a}^{\prime}$ that is the image of $M^{\prime}$ in $g_{\mathbb{C}} \wedge g_{\mathbb{C}}=g_{\mathbb{C}}^{\otimes} g_{\mathbb{C}} / S\left(g_{\mathbb{C}}^{\otimes} g_{\mathbb{C}}\right)$. Now we consider the element
(5) $H=H_{\zeta} \otimes \mathrm{H}_{\varepsilon_{1}}+\underset{\alpha \operatorname{short}_{\alpha}}{ } X_{\alpha} \otimes X_{-\alpha}$, where $\zeta=\frac{1}{2}\left(\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}+\varepsilon_{4}\right)$. It is an element of $\mathrm{M}^{\prime}$.

We claim that $\{H\} M^{\prime} / M$ spans a 1-dimensional G-submodule in $A$.
Let $H_{a}$ denote the image of $H$ in $g_{\mathbb{C}} \wedge g_{\mathbb{C}}$. We have to prove that $\left\{H_{a}\right\}_{M}$, spans a 1-dimensional G-submodule. First we prove that $\left\{H_{a}\right\}$ is invariant under $W$. It is clear that
(6) $\sum_{\alpha} \sum_{\text {short }}\left\{X_{\alpha} \wedge X_{-\alpha}\right\}$ is invariant under $W$. $\alpha>0$
Now we note that $H_{\varepsilon_{1}} \wedge H_{\varepsilon_{1}}=0$ and
$\left(H_{\varepsilon_{1}}+H_{\varepsilon_{i}}\right) \wedge H_{\varepsilon_{1}}=2 H_{\varepsilon_{1}+\varepsilon_{2}} A H_{\varepsilon_{1}}=-2 H_{\varepsilon_{1}} \wedge H_{\varepsilon_{1}+\varepsilon_{2}} \in 2 M_{a}^{\prime}(i \neq 1)$.
It follows that $\left\{H_{\varepsilon_{i}} \wedge H_{\varepsilon_{1}}\right\}=0(i \geqslant 1)$, whence
$\left\{H_{\zeta} \wedge H_{\varepsilon_{1}}\right\}=\left\{H_{\alpha} \wedge H_{\varepsilon_{1}}\right\}$, for $\alpha$ short, $\left(\alpha, \varepsilon_{1}\right) \neq 0$. (Inspect the root system). Using the action of $W$ we see that
$\left\{H_{\alpha} \wedge H_{\beta}\right\}=\left\{H_{\beta} \wedge H_{\alpha}\right\}=\left\{H_{\gamma} \wedge H_{\alpha}\right\}$ if $\alpha, \beta, \gamma$ are short, $(\alpha, \beta) \neq 0$, $(\alpha, \gamma) \neq 0$.

Now let $w \in W$. Put $\alpha=w \zeta, \beta=w \varepsilon_{1}$. Then $(\alpha, \beta) \neq 0$. It follows
from inspection of $\Sigma$ that $\left(\alpha, \varepsilon_{1}\right) \neq 0$ or $\left(\beta, \varepsilon_{1}\right) \neq 0$. If $\left(\alpha, \varepsilon_{1}\right) \neq 0$, then $\left\{H_{\alpha} \wedge H_{\beta}\right\}=\left\{H_{\alpha} \wedge H_{\varepsilon_{1}}\right\}=\left\{H_{\zeta} \wedge H_{\varepsilon_{1}}\right\}$ and if $\left(\beta, \varepsilon_{1}\right) \neq 0$, then $\left\{H_{\alpha} \wedge H_{B}\right\}=\left\{H_{\varepsilon_{1}} \wedge H_{B}\right\}=\left\{H_{\zeta} \wedge H_{\varepsilon_{1}}\right\}$. We may conclude
(7) $\left\{\mathrm{H}_{\mathrm{a}}\right\}$ is invariant under $W$.

Now consider $x_{\varepsilon_{2}}(t)\left\{H_{a}\right\}-\left\{H_{a}\right\}$.

We have
$\left(x_{\varepsilon_{2}}(t)-1\right) \cdot\left\{H_{\zeta} \wedge H_{\varepsilon_{1}}+X_{\varepsilon_{2}} \wedge X_{-\varepsilon_{2}}\right\}=$
$t\left\{-X_{\varepsilon_{2}} \wedge H_{\varepsilon_{1}}+X_{\varepsilon_{2}} \wedge H_{\varepsilon_{2}}\right\}=2 t\left\{X_{\varepsilon_{2}} \wedge H_{-\varepsilon_{1}+\varepsilon_{2}}\right\}=0$,
$\left(x_{\varepsilon_{2}}(t)-1\right) \cdot\left\{X_{\varepsilon_{1}} \wedge X_{-\varepsilon_{1}}\right\}=t\left\{2 X_{\varepsilon_{1}+\varepsilon_{2}} \wedge X_{-\varepsilon_{1}}\right\}+t\left\{2 X_{\varepsilon_{1}} \wedge X_{-\varepsilon_{1}+\varepsilon_{2}}\right\}+$
$+2 t^{2}\left\{2 X_{\varepsilon_{1}}+\varepsilon_{2} \wedge X_{-\varepsilon_{1}+\varepsilon_{2}}\right\}=2 t\left\{X_{-\varepsilon_{1}} \wedge X_{\varepsilon_{1}+\varepsilon_{2}}\right\}=0$,
$\left(x_{\varepsilon_{2}}(t)-1\right) \cdot\left(\left\{X_{\zeta} \wedge X_{-\zeta}\right\}+\left\{X_{\zeta-\varepsilon_{2}} \wedge X_{\varepsilon_{2}-\zeta}\right\}\right)=2\left\{X_{\zeta} \wedge X_{\varepsilon_{2}-\zeta}\right\}=0$.
All short roots that are orthogonal to $\varepsilon_{2}$ can be handled like $\varepsilon_{1}$.
The remaining terms of $\mathrm{H}_{\mathrm{a}}$ can be sorted in pairs of the type
$\pm X_{\gamma} \wedge X_{-\gamma}, \pm X_{\gamma-\varepsilon_{2}} \wedge X_{\varepsilon_{2}-\gamma}$. They can be handled like the case $\gamma=\zeta$. It follows that
(8) $\mathrm{x}_{\varepsilon_{2}}(\mathrm{t})$ fixes $\left\{\mathrm{H}_{\mathrm{a}}\right\}$.

Next consider $\left(x_{\varepsilon_{2}-\varepsilon_{3}}(t)-1\right) .\left\{H_{a}\right\}$. Now we have
$\left(x_{\varepsilon_{2}-\varepsilon_{3}}(t)-1\right) \cdot\left\{H_{\zeta} \wedge H_{\varepsilon_{1}}\right\}=0$,
$\left(X_{\varepsilon_{2}-\varepsilon_{3}}(t)-1\right) \cdot\left\{X_{\varepsilon_{1}} \wedge X_{-\varepsilon_{1}}\right\}=0$,
$\left(x_{\varepsilon_{2}-\varepsilon_{3}}(t)-1\right) \cdot\left(\left\{X_{\varepsilon_{2}} \wedge X_{-\varepsilon_{2}}\right\}+\left\{X_{\varepsilon_{3}} \wedge X_{-\varepsilon_{3}}\right\}\right)=2 t\left\{X_{\varepsilon_{2}} \wedge X_{-\varepsilon_{3}}\right\}=0$.
Again all roots that are orthogonal to $\varepsilon_{2}-\varepsilon_{3}$ can be handled like $\varepsilon_{1}$, and again all remaining terms can be sorted in pairs $\pm X_{\gamma} \wedge X_{-\gamma}$,
$X_{\gamma-\varepsilon_{2}+\varepsilon_{3}} \wedge X_{\varepsilon_{2}-\varepsilon_{3}-\gamma}$.
This finishes the proof of
(9) $\left\{\mathrm{H}_{\mathrm{a}}\right\}$ (or $\{\mathrm{H}\}$ ) spans a 1 -dimensional G-submodule in A. There
is an admissible lattice in $g_{\mathbb{C}} \wedge g_{\mathbb{C}}$, spanned by $\frac{1}{2} H_{a}$ and $M_{a} \cdot$
Let $B$ denote the corresponding $G$-module, $\sigma$ the natural map
$A \rightarrow B$. We get $\varepsilon_{2}: 0 \rightarrow L_{1} \xrightarrow{\rho} A \xrightarrow{\sigma} B \xrightarrow{\tau} L_{2} \rightarrow 0$.

Now we return to the first definition of $A, A=L_{M}, / M$, $M=2 M^{\prime}+\left(M^{\prime} \cap S\left(g_{\mathbb{C}} \otimes g_{\mathbb{C}}\right)\right)$.

Put
(10) $M^{\prime \prime}=2 M^{\prime}+\left(M^{\prime} \cap S\left(M_{s t} \otimes M_{s t}\right)\right)$.
(11) $C=L_{M^{\prime} / M^{\prime \prime}}$.

There is a natural map $v: C \rightarrow A$. We want to prove that there
is an exact sequence of $G$-modules
$\varepsilon_{1}: 0 \rightarrow \underline{r}_{u} \rightarrow C \xrightarrow{U} A \rightarrow 0$.
Hence consider ker V. First we compare
$N^{\prime \prime}=S\left(M_{s t} \otimes M_{s t}\right) \subset M_{s t} \otimes M_{s t} \quad$ with $N=\left(M_{s t} \otimes M_{s t}\right) \cap S\left(g_{\mathbb{C}} \otimes g_{\mathbb{C}}\right)$.
Choose a basis $e_{1}, \ldots, e_{n}$ of $M_{s t}$. Then $N^{\prime \prime}$ is spanned by the elements
$e_{i} \otimes e_{j}+e_{j} \otimes e_{i}(i \neq j), 2 e_{i} \otimes e_{i}$.
And N is spanned by the elements
$e_{i} \otimes e_{j}+e_{j} \otimes e_{i}(i \neq j), e_{i} \otimes e_{i}$.
Now we specify the basis ( $e_{i}$ ) of $M_{s t}$, taking $H_{\zeta}, H_{\varepsilon_{1}}, H_{\varepsilon_{1}-\varepsilon_{2}}$, $H_{\varepsilon_{2}-\varepsilon_{3}}, X_{\alpha}(\alpha \in \Sigma)$.
We can obtain a basis of $M_{\frac{1}{2}}$ from it by dividing some of the $e_{i}$ by 2 . We reorder the basis in such a way that $\frac{1}{2} e_{1}, \frac{1}{2} e_{2}, \ldots$ $\ldots, \frac{1}{2} e_{26}, e_{27}, \ldots, e_{52}$ is a basis of $M_{\frac{1}{2}}$. Then $M^{\prime}$ is spanned by the elements $2 e_{i} \otimes e_{j}(i=27, \ldots, 52 ; j=1, \ldots, 52), e_{i} \otimes e_{j}$ ( $i=1, \ldots, 26 ; j=1, \ldots, 52$ ).

Hence $M^{\prime} \cap N$ differs from $M^{\prime} \cap N^{\prime \prime}$ in the components spanned by the elements $e_{i}{ }^{\otimes} e_{i}(i=1, \ldots, 26)$. It follows from
$M=2 M^{\prime}+\left(M^{\prime} \cap N\right), M^{\prime \prime}=2 M^{\prime}+\left(M^{\prime} \cap N^{\prime \prime}\right)$ that ker $v$ is spanned
by the elements $\left\{e_{i} \otimes e_{i}\right\}$, $i=1, \ldots, 26$. Note that $\left\{e_{i} \otimes e_{i}\right\}_{M} / M^{\prime \prime} \neq 0$.
It is clear that ker $v$ has dimension 26 and has a highest weight
that is twice a short root. Then it follows from ([26], Table 2)
that ker $v$ is irreducible.
From Proposition 5.2 we see that ker $v \simeq \underline{r}_{u}$. We have to check condition (C) now for $\varepsilon_{1}, \varepsilon_{2}$. Choose $f_{0}=\left\{\frac{1}{2} H_{a}\right\}$.

We want to calculate
$X_{\varepsilon_{2}}+\varepsilon_{3} \cdot\left(\eta_{3} \eta_{2}\left(X_{\varepsilon_{2}-\varepsilon_{3}} \cdot \eta_{1} f_{0}\right)\right)-X_{\varepsilon_{2}-\varepsilon_{3}} \cdot\left(\eta_{3} \eta_{2}\left(X_{\varepsilon_{2}}+\varepsilon_{3} \cdot \eta_{1} f_{0}\right)\right)$.
In order to do this, we fix the order on $\Sigma$ :
For $a_{i} \in I R$ we define $a_{1} \varepsilon_{1}+\ldots+a_{4} \varepsilon_{4}$ to be positive, if
$a_{1}=\ldots=a_{k-1}=0, a_{k}>0$ for some $k, 1 \leqslant k \leqslant 4$. (This is the lexicographic order on $\mathbb{R}^{4}$ ).

Put $\Delta_{1}^{+}=\left\{\alpha \in \Sigma \mid \alpha\right.$ short, $\left.\alpha+\varepsilon_{2}+\varepsilon_{3} \in \Sigma, 2 \alpha+\varepsilon_{2}+\varepsilon_{3}>0\right\}$, $\Delta_{1}^{-}=\left\{\alpha \in \Sigma \mid \alpha\right.$ short, $\left.\alpha+\varepsilon_{2}+\varepsilon_{3} \in \Sigma, 2 \alpha+\varepsilon_{2}+\varepsilon_{3}<0\right\}$.
Define $\Delta_{2}^{+}, \Delta_{2}^{-}$in an analogous way, replacing $\varepsilon_{2}+\varepsilon_{3}$ by $\varepsilon_{2}-\varepsilon_{3}$.
Then we claim that

```
\(X_{\varepsilon_{2}+\varepsilon_{3}} \cdot\left(\eta_{3} \eta_{2}\left(X_{\varepsilon_{2}}-\varepsilon_{3} \cdot \eta_{1} f_{0}\right)\right)=\)
```



```
\(\left.\left.\left.-\sum_{\substack{\alpha<0 \\ \alpha \in \Delta_{2}^{+}}} X_{\alpha} \wedge X_{-\alpha}\right)\right\}\right)=X_{\varepsilon_{2}+\varepsilon_{3}} \cdot\left\{\frac{1}{2} X_{\varepsilon_{2}-\varepsilon_{3}} \cdot\left(\underset{\substack{\alpha>0 \\ \alpha \in \Delta_{2}^{+}}}{X_{\alpha} \otimes X_{-\alpha}-}\right.\right.\)
\(-\underset{\substack{\alpha>0^{-} \\ \alpha \in \Delta_{2}}}{\left.\left.X_{-\alpha} \otimes X_{\alpha}+\underset{\substack{\alpha<0 \\ \alpha \in \Delta_{2}^{-}}}{\sum} X_{-\alpha} \otimes X_{\alpha}-\underset{\substack{\alpha<0 \\ \alpha \in \Delta_{2}^{+}}}{\sum} X_{\alpha} \otimes X_{-\alpha}\right)\right\}_{M^{\prime}} / M^{\prime \prime} \cdot}\)
```

Here the point is that the element $Y$ inside $\left\}^{\prime} / M^{\prime \prime}\right.$ has to be in $M^{\prime}$. This element $Y$ is in the span of the elements $X_{B} \otimes X_{\gamma}$, where $\beta, \gamma$ are short roots with $\beta-\gamma>0$.

The image in $g_{\mathbb{C}} \wedge \underline{g}_{\mathbb{C}}$ is in the image $M_{a}^{1}$ of $M^{1}$. It is easily derived from these facts (or from explicit calculation) that, indeed, $Y \in M^{\prime}$. The element $X_{\varepsilon_{2}+\varepsilon_{3}} . Y$ of $M^{\prime}$ is a sum of terms ${ }^{ \pm} X_{\varepsilon_{2}}+\varepsilon_{3} \cdot{ }^{\frac{1}{2}} X_{\varepsilon_{2}}-\varepsilon_{3} \cdot\left(X_{\alpha}{ }^{\otimes} X_{-\alpha}\right), \alpha$ short.

For most roots a this term is zero. It is non-zero if

1) $\alpha+\varepsilon_{2}+\varepsilon_{3}+\varepsilon_{2}-\varepsilon_{3}=\alpha+2 \varepsilon_{2} \in \Sigma$,
2) $\alpha+\varepsilon_{2}+\varepsilon_{3}$ and $-\alpha+\varepsilon_{2}-\varepsilon_{3}$ are in $\Sigma$,
3) Condition 1 or 2 holds for $-\alpha$ instead of $\alpha$.

If condition 1 is fulfilled, then $a=-\varepsilon_{2}$.
If condition 2 is fulfilled, then $\alpha+\varepsilon_{2}+\varepsilon_{3}$ is a short root such that $\alpha+\varepsilon_{2}+\varepsilon_{3}-2 \varepsilon_{2}$ is a root, so $\alpha+\varepsilon_{2}+\varepsilon_{3}=\varepsilon_{2}$.

We may conclude that $\alpha= \pm \varepsilon_{2}, \pm \varepsilon_{3}$ for non-vanishing terms of
$X_{\varepsilon_{2}}+\varepsilon_{3} . Y$. Now it is easy to calculate $X_{\varepsilon_{2}+\varepsilon_{3}} \cdot\left(\eta_{3} \eta_{2}\left(X_{\varepsilon_{2}-\varepsilon_{3}} \cdot \eta_{1} f_{0}\right)\right)$.
It is
(12) $\left\{\frac{1}{2} X_{\varepsilon_{2}} \otimes\left[X_{\varepsilon_{2}+\varepsilon_{3}},\left[X_{\varepsilon_{2}-\varepsilon_{3}}, X_{-\varepsilon_{2}}\right]\right]+\frac{1}{2}\left[X_{\varepsilon_{2}-\varepsilon_{3}}, X_{\varepsilon_{3}}\right] \otimes\left[X_{\varepsilon_{2}+\varepsilon_{3}}, X_{-\varepsilon_{3}}\right]\right\}$.

In the same way $X_{\varepsilon_{2}-\varepsilon_{3}} \cdot\left\{\eta_{3} \eta_{2}\left(X_{\varepsilon_{2}+\varepsilon_{3}} \cdot \eta_{1} f_{0}\right)\right\}=$
$X_{\varepsilon_{2}-\varepsilon_{3}} \cdot\left\{\frac{1}{2} X_{\varepsilon_{2}}+\varepsilon_{3} \cdot\left(\underset{\substack{\alpha>0 \\ \alpha \in \Delta_{1}^{+}}}{\Sigma} X_{\alpha} \wedge X_{-\alpha} \ldots\right)\right\}=$
$\left\{\frac{1}{2} X_{\varepsilon_{2}} \otimes\left[X_{\varepsilon_{2}-\varepsilon_{3}},\left[X_{\varepsilon_{2}+\varepsilon_{3}}, X_{-\varepsilon_{2}}\right]\right]-\frac{1}{2}\left[X_{\varepsilon_{2}+\varepsilon_{3}}, X_{-\varepsilon_{3}}\right] \otimes\left[X_{\varepsilon_{2}-\varepsilon_{3}}, X_{\varepsilon_{3}}\right]\right\}=$
$\left\{\frac{1}{2} X_{\varepsilon_{2}} \otimes\left[X_{\varepsilon_{2}+\varepsilon_{3}},\left[X_{\varepsilon_{2}-\varepsilon_{3}}, X_{-\varepsilon_{2}}\right]\right]-\frac{1}{2}\left[X_{\varepsilon_{2}-\varepsilon_{3}}, X_{\varepsilon_{3}}\right] \otimes\left[X_{\varepsilon_{2}+\varepsilon_{3}}, X_{-\varepsilon_{3}}\right]\right\}$.
Hence the difference with (12) is $\left\{X_{\varepsilon_{2}} \otimes X_{\varepsilon_{2}}\right\}$ which is non-zero.
10.14 B4, characteristic 2.

There is a natural embedding of $G_{B_{4}}$ in $G_{F_{4}}$, sending $x_{ \pm \varepsilon_{i}}$ ( $t$ ) to $x_{ \pm \varepsilon_{i}}(t)$, and $x_{ \pm \varepsilon_{i}} \pm \varepsilon_{j}(t)$ to $x_{ \pm \varepsilon_{i} \pm \varepsilon_{j}}(t)$. (See 3.10, case 2 and 4.1 (1)).
We can exploit this embedding in exactly the same way as we
exploited the embedding $G_{B_{5}} \rightarrow G_{D_{6}}$. We get
$\varepsilon_{1}: 0 \rightarrow\left(\underline{I}_{u}\right)_{B_{4}} \rightarrow C_{F_{4}} \rightarrow A \rightarrow 0$ and
$\varepsilon_{2}: 0 \rightarrow L_{1} \rightarrow \mathrm{~A} \rightarrow \mathrm{~B}_{\mathrm{F}_{4}} \rightarrow\left(\mathrm{~L}_{2}\right)_{\mathrm{F}_{4}} \rightarrow 0$, where the subscript $\mathrm{F}_{4}$ is used for modules that also occur in the construction for case $E_{4}$. The dimension of $L_{1}$ is 2 again, and condition (C) is satisfied.

REMARK.
Every $G_{B_{4}}$-module is a direct sum of two components, one component containing all weight spaces with weights in $\Gamma_{0}$ (the lattice spanned by the roots), the other component containing other weight
spaces (see Lemma 4.13). It follows that the system $\mathcal{E}_{1}, \mathcal{E}_{2}$ splits into two components. The component that corresponds to $\Gamma_{0}$ contains $\underline{F}_{u}$ and $f_{0}$. The other component may be deleted, which gives a construction with modules of lower dimensions.
10.15 $\mathrm{G}_{2}$, characteristic 3.

We have the root system $\Sigma=\{ \pm \alpha, \pm \beta, \pm \gamma, \pm(\alpha-\beta), \pm(\beta-\gamma), \pm(\gamma-\alpha)\}$, where $\alpha=-\alpha_{1}, \beta=2 \alpha_{1}+\alpha_{2}, \gamma=-\alpha-\beta$.
We will need the signs of the structure constants $N_{\delta, \phi}(\delta, \phi \in \Sigma)$. It is possible to choose these signs in a "symmetric" way: If $r$ denotes a rotation of the root system over 60 degrees, then we require:
(1) $N_{r \delta, r \phi}=-N_{\delta, \phi}$ (see [22], p. 150).

We fix the signs by giving all $X_{\delta}$ in the 7 -dimensional representation of $\mathrm{g}_{\mathbb{C}}$ :
(2) $X_{\delta}=\left(\begin{array}{ccccccc} & d & e & f & a & b & c \\ 2 a & & g & h & & -f & e \\ 2 b & j & & i & f & & -c \\ 2 c & k & l & & -e & d & \\ 2 d & & c & -b & & -j & -k \\ 2 e & -c & & a & -g & & -1 \\ 2 f & b & -a & & -h & -i & \end{array}\right)$, where all variables $\begin{aligned} & \text { except one are zero, } \\ & \text { one } i s \\ & 1 .\end{aligned}$
(Empty entries are zero).
The variables correspond to the roots as indicated in the following illustration


For example:


It is seen that
(3) $N_{\alpha-\beta, \gamma-\alpha}=N_{\alpha-\beta,-\alpha}=N_{\beta, \alpha-\beta}=1, N_{-\beta, \alpha}=3, N_{\alpha, \gamma}=2$.

Relation (1) follows from the fact that conjugation with the matrix $\left(\begin{array}{ccccccc}-1 & & & & & & \\ & & & & & 1 & \\ & & & & 1 & & 1 \\ & & 1 & & & & \\ & & & 1 & & & \end{array}\right) \operatorname{maps} X_{\delta}$ to $-X_{r \delta}$.
Relations (1), (3) determine all signs.
REMARK.
We will choose our definitions in such a way that their usefulness does not depend on the signs. But we need some choice of the signs to demonstrate their usefulness.

NOTATIONS.
Let (10) denote the highest weight of the 7-dimensional
representation of $g_{\mathbb{C}}$ and (01) the highest weight of the adjoint representation. Put $(m n)=m(10)+n(01), R^{m n}=$ representation space of the irreducible representation of $\mathbb{g}_{\mathbb{C}}$ with highest weight $(m n), \bar{R}^{m n}=$ representation space of the irreducible G-module with highest weight (mn) (in characterisţic p).

The $\mathbb{g}_{\mathbb{C}^{-m o d u l e}} R^{10} \otimes R^{01}$ has a direct summand of type $R^{11}$. The dimension of this factor is 64 (see [18], (5.9.4)).

The matrices $X_{\delta}$ in (2) are given with respect to some basis
$e_{1}, e_{2}, \ldots, e_{7}$ in $R^{10}$.

It is easily checked that $\left.\underset{i}{ } \sum_{n_{i}} e_{i} \mid n_{i} \in Z\right\}$ is an admissible lattice in $\mathrm{R}^{10}$.
Let $M_{1}$ denote the standard lattice in $R^{01}=g_{\mathbb{C}}$, generated by $X_{\beta-\gamma}$. Put
(4) $v=e_{5} \otimes X_{\beta-\gamma}$.

Then $v \in R_{2 \beta-\gamma}^{11}$, because $e_{5} \in R_{\beta}^{10}$. Put

$$
\text { (5) } M_{s t}=u_{\mathbb{Z}} v
$$

Then $M_{s t}$ is a standard lattice in $R^{11}$ that is contained in the admissible lattice
(6) $M=\left\{\sum_{i} e_{i} \otimes A_{i} \mid A_{i} \in M_{1}\right\}$ in $R^{10} \otimes R^{01}$.

We are interested in the G-module
(7) $R=L_{M_{S t}}+3 M / 3 M$

It is clear that $R$ is a quotient of $L_{M_{S t}}$. We claim that it is in fact isomorphic to $L_{M_{s t}}$. After proving this claim, we will be able to recognize non-zero elements of $\mathrm{LM}_{\mathrm{st}}$. The multiplicities of $R^{11}$ are arranged like this:

|  |  |  |  | 1 |  | 1 |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 |  | 2 |  | 2 |  | 2 | $(1)$ |  |
| 1 |  | 2 |  | 4 |  | 4 |  | 2 | 1 |

(see [21], Table 1.)
We use the same orientation as in the display of the root system, so the encircled multiplicity corresponds to the weight space of $v$. Put
(8) $w=\left(X_{\alpha-\rho} X_{\gamma-\alpha}+X_{\gamma-\alpha} X_{\alpha-\beta}\right) X_{\alpha} X_{\gamma}{ }^{v}$.
(We don't indicate the action by points now.)

This element $w$ is in the weight space of weight 0 .

$$
\begin{array}{r}
\left(w=e_{1} \otimes H_{\alpha}-e_{2} \otimes x_{\beta}+2 e_{3} \otimes X_{\alpha}-e_{4} \otimes x_{\gamma}-2 e_{5} \otimes X_{-\beta}+\right. \\
\left.4 e_{8} \otimes X_{-\alpha}-2 e_{7} \otimes x_{-\gamma}\right) .
\end{array}
$$

In the following computations we put brackets around expressions that have the form $X_{B_{1}} \ldots X_{\beta_{i}} X_{\beta_{i+1}} \ldots X_{B_{r}} x$, where $x$ is in $M_{s t}$ and $X_{\beta_{i+1}} \ldots X_{\beta_{r}} x$ is in a weight space that does not occur in $R^{11}$. These expressions are zero, of course.

Put $x=X_{\alpha} X_{\gamma} v$.
Then $X_{\beta-\alpha}{ }^{W}=X_{\beta-\alpha} X_{\alpha-\beta} X_{\gamma-\alpha} X-\left(X_{\alpha-\beta} X_{\beta-\alpha} X_{\gamma-\alpha} X\right)+X_{\gamma-\alpha} X_{\beta-\alpha} X_{\alpha-\beta} X-$ $\left(X_{\gamma-\alpha} X_{\alpha-\beta} X_{\beta-\alpha} X\right)=H_{\beta-\alpha} X_{\gamma-\alpha} X+X_{\gamma-\alpha} H_{\beta-\alpha} X=2 X_{\gamma-\alpha} X+X_{\gamma-\alpha} X$. So
(9) $X_{\beta-\alpha} W=3 X_{\gamma-\alpha} X \in 3 M$.

In the same way
(10) $X_{\alpha-\gamma}{ }^{W}=3 X_{\alpha-\beta} X \in 3 M$.

So $\left[X_{\beta-\alpha}, X_{\alpha-\gamma}\right] w=3 X_{\beta-\alpha} X_{\alpha-\beta} X-\left(3 X_{\alpha-\beta} X_{\beta-\alpha} X^{x}\right)-3 X_{\alpha-\gamma} X_{\gamma-\alpha} X+$ $\left(3 X_{\gamma-\alpha} X_{\alpha-\gamma} x\right)=3 H_{\beta-\alpha} x-3 H_{\alpha-\gamma} x=0$.
Hence
(11) $X_{B-\gamma} W=0$.

Then $0=X_{\gamma-\beta} H_{\beta-\gamma}{ }^{W}=X_{\gamma-\beta} X_{\beta-\gamma} X_{\gamma-\beta}{ }^{W}-\left(X_{\beta-\gamma} X_{\gamma-\beta^{2}}{ }^{W}\right)=H_{\beta-\gamma} X_{\gamma-\beta}{ }^{W}=$
$=-2 X_{\gamma-\beta^{W}}$, so
(12) $X_{\gamma-\beta}{ }^{W}=0$.

Explicit calculation shows
(13) $X_{B} W \in 3 M$.

It follows from (9)-(13) that $g \cdot\{w\}=0$ in $R$. For $\alpha \in \Sigma$ we get $X_{\alpha} W \in 3 M,\left(X_{\alpha}^{2} / 2\right) w \in\left(\frac{3}{2} M\right) \cap M=3 M,\left(X_{\alpha}^{3} / 6\right) \cdot w=0$.

So $U_{\mathbf{z}^{W}} \in 3 M$, hence the non-zero element $\{w\}$ spans a 1 -dimensional G-invariant subspace of $R$ (see lemma 4.4). We want to find $v_{i}$ that describe a composition series $v_{1} / v_{2} / \ldots / v_{k}$ in the sense of 4.14.

We have already found two of the composition factors: One is $\bar{R}^{11}$ with "generator" $\{v\}$, one is $\bar{R}^{00}$ with generator $\{w\}$. We use the following table of multiplicities of weights in the $\bar{R}^{\mathrm{mn}}$ :

|  | $(00)$ | $(10)$ | $(01)$ | $(20)$ | $(11)$ | $(30)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $(00)$ | 1 |  |  |  |  |  |
| $(10)$ | 1 | 1 |  |  |  |  |
| $(01)$ | 1 | 0 | 1 |  |  |  |
| $(20)$ | 3 | 2 | 1 | 1 |  |  |
| $(11)$ | 1 | 3 | 1 | 2 | 1 |  |
| $(30)$ | 1 | 0 | 0 | 0 | 0 | 1 |
|  | Table 2. |  |  |  |  |  |

This table is obtained from ([21], Table 1,2).

In a row marked (mn) the multiplicities of the dominant weights in $\bar{R}^{m n}$ are given. These dominant weights are in the column headings. Using this table we will detect composition factors $\bar{R}^{01}$ and $\bar{R}^{10}$ of $R$. Then $R$ has all composition factors of $L_{M_{S t}}$, which proves the claim that $L_{M_{s t}} \rightarrow R$ is an isomorphism. (The composition factors of $\mathrm{LM}_{s t}$ are obtained from table 2 or from [21], Table 2).

Put
(14) $Y_{1}=\left(X_{\alpha} X_{\gamma}+X_{\gamma} X_{\alpha}\right) v$.

This element is in the weight space of $\beta-\gamma$. One has $X_{\beta} Y_{1}=6 v$, but $X_{\beta} X_{-\beta} V=5 v$. In $\bar{R}^{11}$ the weight $\beta-\gamma$ has multiplicity 1 . We conclude that $\left\{X_{-\beta} v\right\}$ is mapped to a non-zero element and $\left\{Y_{1}\right\}$ is mapped to zero when the $G$ module spanned by $\{v\}$ is mapped onto $\mathrm{R}^{11}$.

We express this fact by saying that $\left\{Y_{1}\right\}$ is zero in $\bar{R}^{11}$. (In
fact $\bar{R}^{11}=L_{N^{\prime} / N}$ for some $N, N^{\prime}$, and $\left\{Y_{1}\right\}_{N^{\prime} / N}=0$ ).
But $\left\{Y_{1}\right\}$ is non-zero in $R$.

So $Y_{1}$ corresponds to a composition factor $\bar{R}^{01}$ of $R$. Put
(15) $Y_{2}=X_{\gamma} Y_{1}$.

Then $\left\{Y_{2}\right\}$ is non-zero in $R$, but $\bar{R}^{01}$ does not have weight $B$. So $Y_{2}$ corresponds to a factor $\bar{R}^{10}$. In summary, we get the composition series
(11) (01) (10) (00)
$\mathrm{v} / \mathrm{Y}_{1} / \mathrm{Y}_{2} / \mathrm{w}$.
Note that we don't claim that $Y_{2}$ generates $w$.
Put
(16) $A=\left(R\right.$ modulo the $G$-module generated by $\left.\left\{Y_{2}\right\},\{w\}\right)$.

So $A$ has composition factors $\bar{R}^{11}, \bar{R}^{01}$. Then $A=L_{M_{s t}} / N$, $N=$ $=\operatorname{ker}\left(M_{s t} \rightarrow A\right)$. Let $M_{W / 3}$ denote the lattice spanned by $M_{s t}$ and $w / 3$ (Recall that $\{w\}$ is invariant in $R \cong L_{M_{s t}}$.)
Put
(17) $B=L_{M_{W / 3}} / N$.

The natural homomorphism $\sigma: A \rightarrow B$ is injective, because $\{w\}=0$
in $A$. One obtains an exact sequence $\mathcal{E}_{2}: 0 \rightarrow L_{1} \rightarrow A \rightarrow B \rightarrow L_{2} \rightarrow 0$, where $L_{1}=0$. Next we consider another representation of $g_{\mathbb{C}}$, in order to get the sequence $\mathcal{E}_{1}$. There is a homomorphism of $\mathbb{g}_{\mathbb{C}}$-modules $[]:, g_{\mathbb{C}} \wedge g_{\mathbb{C}} \rightarrow g_{\mathbb{C}}$, defined by $[], A \wedge B=[A, B]$. (Here $g_{\mathbb{C}} \wedge g_{\mathbb{C}}$ is the usual antisymmetric tensor product. See the case of $F_{4}$ above). The kernel of this homomorphism is $R^{30}$, as one sees from its dimension and its highest weight. We now proceed in $g_{\mathbb{C}} \wedge \mathfrak{g}_{\mathbb{C}}$, using only this factor $R^{30}$ essentially. (In the same way as we only used $R^{11}$ essentially in the construction of $\varepsilon_{2}$.)
In $\underline{g}_{\mathbb{C}}$ we had the standard lattice $M_{1}$.
As the $\mathrm{X}_{\delta}$ with $\delta$ short generate a proper G-submodule again (see table 2 and compare with the case of $\mathrm{F}_{4}$ above), we can form the
admissible lattice $M_{\frac{1}{3}}$, spanned by $M_{1}$ and the $\frac{1}{3} X_{\delta}, \frac{1}{3} H_{\delta}$. ( $\delta$ short). (The submodule is an ideal of type $\overline{\mathrm{R}}^{10}$.)

Consider $S=L_{M_{1}} \wedge M_{\frac{1}{3}} / 3 M_{\frac{1}{3}} \wedge M_{\frac{1}{3}}$.
It is easy to see that the multiplicities of weights in $S$ give the following pattern:

|  |  |  | 1 | 1 |  |  |  | 1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 |  |  |  |  | 2 |  |  |
|  | 1 |  | 3 |  | 3 |  | 3 |  | 3 | 1 |
| 1 |  | 2 |  | 3 |  | 4 |  | 3 | 2 |  |
|  | 1 | 3 | 3 |  | 3 |  | 3 |  | 3 | 1 |
|  |  | 1 | 2 | 2 |  | 3 |  | 2 | 1 | 1 |
|  |  |  | 1 | 1 | 1 |  | 1 |  | 1 |  |

The weight $2 \beta-\gamma$ has been marked by a circle again. Comparing with table 2, we conclude that $S$ has composition factors $\bar{R}^{01}$, $\bar{R}^{01}, \bar{R}^{11}, \bar{R}^{30}$. (Two times $\bar{R}^{01}$.)

Put
(18) $v^{\prime}=X_{B-\gamma} \wedge \frac{1}{3} X_{B}$.

This element corresponds to $\bar{R}^{11}$, because the other factors don't have the weight $2 B-\gamma$.

Choose
(19) $Y_{3}=\left(X_{\alpha} X_{\gamma}+X_{\gamma} X_{\alpha}\right) v^{\prime}$,
(20) $Y_{4}=X_{\beta-\alpha} Y_{3}$,
(21) $Y_{5}=X_{\alpha-\beta} Y_{4}$.

Calculation shows that $\left\{Y_{3}\right\},\left\{Y_{4}\right\},\left\{Y_{5}\right\}$ are non-zero in $S$. As $Y_{1}$ was zero in $\bar{R}^{11}$ in the case of $R$, the element $Y_{3}$ is zero in $\bar{R}^{11}$ now. (They have the same image in $\bar{R}^{11}$.) So $Y_{3}$ corresponds to a factor $\bar{R}^{01}$ in $S . Y_{4}$ corresponds to a factor $\bar{R}^{30}$, because its image in $\bar{R}^{11}$ (from $Y_{3}$ ) is zero (see table 2). Then $Y_{5}$ corresponds to a factor $\overline{\mathrm{R}}^{01}$, because its image in $\bar{R}^{30}$ is zero (see table 2 ). We get

## (11) (01) (30) (01)

$v^{\prime} / Y_{3} / Y_{4} / Y_{5}$.
Put
(22) $C=$ ( $S$ modulo the $G$-module generated by $\left\{Y_{5}\right\}$ ),
(23) $A^{\prime}=\left(S\right.$ modulo the $G$-module generated by $\left\{Y_{4}\right\}$ ).
(Note that $\left\{Y_{4}\right\}$ generates $\left\{Y_{5}\right\}$ ).
This gives $\mathcal{E}_{1}: 0 \rightarrow \underline{\underline{r}}_{\mathrm{u}} \rightarrow \mathrm{C} \xrightarrow{v} A^{\prime} \rightarrow 0$.
( $\underline{r}_{u}$ is of type $\bar{R}^{30}$, so $\underline{r}_{u} \simeq \operatorname{ker} v$ ).
We have to prove that $A \simeq A^{\prime}$, before we can check condition (C). Both $A$ and $A^{\prime}$ have composition factors $\bar{R}^{11}, \bar{R}^{01}$. Furthermore they have composition series
(11) (01)

$$
v /\left(x_{\gamma} x_{\alpha}+x_{\alpha} x_{\gamma}\right) v
$$

and (11) (01)

$$
v^{\prime} /\left(X_{\gamma} X_{\alpha}+X_{\alpha} X_{\gamma}\right) v^{\prime} \text { respectively. }
$$

We prove from these facts that $A \simeq A^{\prime}$. The proof closely resembles the proof for irreducible $G$-modules (see [2], 5.3).

In the $G$-module $A \oplus A^{\prime}$ we choose the $G$-submodule $A^{\prime \prime}$ generated by $\{v\} \oplus\left\{v^{\prime}\right\} \in A \oplus A^{\prime}$. As the G-submodules are the $u_{\mathbb{Z}}$-submodules (see Lemma 4.4), the elements
$\frac{X_{B_{1}}^{n_{1}}}{n_{1}^{!}} \cdots \frac{X_{\beta_{k}}^{n_{k}}}{n_{k}^{!}}\binom{H_{\alpha_{1}}}{m_{1}} \quad \cdots\binom{H_{\alpha_{1}}}{m_{1}} \frac{x_{\beta_{k+1}}^{n_{k+1}}}{n_{k+1}!} \cdots \frac{x_{B}^{n_{2 k}}}{n_{2 k}!} \quad\left(\{v\} \oplus\left\{v^{\prime}\right\}\right)$ where $\beta_{1}<\ldots<\beta_{2 k}$ are the roots, $\alpha_{i}$ are the simple roots, $\operatorname{span} A\left(\operatorname{see}[22]\right.$, Theorem 2). We have $X_{\gamma-\alpha}\left(X_{\alpha}^{2} / 2\right)\left(\{v\} \oplus\left\{v^{\prime}\right\}\right)=0$. The element $\{v\} \oplus\left\{v^{\prime}\right\}$ is a highest weight vector, so the weight space $A_{\beta-\gamma}^{\prime \prime}$ is spanned by $X_{-\beta}\left(\{v\} \oplus\left\{v^{\prime}\right\}\right)$ and $X_{\gamma} X_{\alpha}\left(\{v\} \oplus\left\{v^{\prime}\right\}\right)$. (Note that $-\beta<\gamma<\alpha<0$ in the ordering that makes $2 \beta-\gamma$ dominant.) The weight spaces of $B-\gamma$ in $A$ and $A^{\prime}$ are spanned by the
corresponding elements. So the kernel of the projection of $A^{\prime \prime}$ on $A$ (or $A^{\prime}$ ) has no weight $\beta-\gamma$. (The image of $A_{\beta-\gamma}^{\prime \prime}$ has dim. 2 as one sees from table 2 and these remarks.) Then it has no kernel at all, because all composition factors of $A \oplus A^{\prime}$ have $\beta-\gamma$ as a weight. We conclude that $A \simeq A^{\prime \prime} \simeq A^{\prime}$.

Now we can check condition (C).
Choose $f_{0}=\left\{\frac{1}{3} w\right\}$. Then $X_{\beta-\alpha} \cdot\left(\eta_{3} \eta_{2}\left(X_{\beta-\gamma} \cdot \eta_{1} f_{0}\right)\right)=0$ (See (11).)
And $X_{\beta-\gamma} \cdot\left(\eta_{3} n_{2}\left(X_{\beta-\alpha} \cdot \eta_{1} f_{0}\right)\right)=X_{\beta-\gamma}\left(n_{3} n_{2}\left\{X_{\gamma-\alpha} X_{\alpha} X_{\gamma} v\right\}\right)=$
$\left\{X_{\beta-\gamma} X_{\gamma-\alpha} X_{\alpha} X_{\gamma} v^{\prime}\right\}$. (See (9).)
This element is non-zero in $C$. (It is $\left\{-2 X_{\beta-\gamma} \wedge X_{\beta-\alpha}\right\}$, which is non-zero in S.)
$10.16 \mathrm{G}_{2}$, characteristic 2.
We use the same kind of notations $R^{m n}, \bar{R}^{m n}$ as above. (But $p=2$ for $\bar{R}^{m n}$, of course.)
In $R^{10}$ we use the same basis $e_{1}, \ldots, e_{7}$. Put $M_{\text {st }}=\left\{\sum_{i} n_{i} e_{i} \mid n_{i} \in \mathbb{Z}\right\}$.
In $L_{M_{S t}}$ there is a 1-dimensional G-submodule, spanned by $\left\{e_{1}\right\}$. So we can form the admissible lattice $M_{\frac{1}{2}}$ spanned by $\frac{1}{2} e_{1}$ and $M_{s t}$. We need a table like table 2 , but for $p=2$. It is the table
(00)
(10) $0 \quad 1$
(01) $2 \begin{array}{llll} & 1 & 1\end{array}$

| (20) | 0 | 0 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- |

Table 3.
The multiplicities of $\overline{\mathrm{R}}^{00}, \overline{\mathrm{R}}^{10}, \overline{\mathrm{R}}^{01}$ are calculated by hand and those for $\bar{R}^{20}$ then follow from the Steinberg Tensor Product Theorem (see [22], p. 217). Note that $\bar{R}^{10}=L_{M_{S t} / 2 M_{\frac{1}{2}}}$, and that the table says that $g$ has no proper invariant subspaces. (It has no centre because $\Gamma=\Gamma_{0}$ and furthermore $X_{\delta}$ generates $g$ for all roots $\left.\delta.\right)$

In $R^{10} \otimes R^{10}$ we have the lattices $M_{\frac{1}{2}} \otimes M_{S t}$ and $2 M_{\frac{1}{2}} \otimes M_{\frac{1}{2}}$, the former containing the latter. Put
(1) $S=L_{M_{\frac{1}{2}}} \otimes M_{S t} / 2 M_{\frac{1}{2}} \otimes M_{\frac{1}{2}}$.

It has multiplicities 6, 3, 2, 1, hence composition factors $\overline{\mathrm{R}}^{20}, \overline{\mathrm{R}}^{01}, \overline{\mathrm{R}}^{01}, \overline{\mathrm{R}}^{10}, \overline{\mathrm{R}}^{00}, \overline{\mathrm{R}}^{00}$. Choose
(2) $Y_{1}=e_{4} \otimes e_{5}, Y_{2}=X_{-\alpha} Y_{1}, Y_{3}=\frac{X_{-\beta}^{2}}{2} Y_{2}, Y_{4}=X_{\beta-\gamma} Y_{3}$.

Note that $\left\{Y_{1}\right\} \in S_{B-\gamma}$.
Calculation shows that $\left\{Y_{i}\right\} \neq 0$ in $S$. The submodule generated by $\left\{Y_{1}\right\}$ has at least the composition factors $\bar{R}^{01}$ (from $Y_{1}$ ), $\bar{R}^{20}$ (from $Y_{2}$ ), $\bar{R}^{01}$ (from $Y_{4}$ ). This is seen from table 3 in the same way as above (see 10.15).

If one divides out in $S$ the $G$-module generated by $\left\{Y_{1}\right\}$, then the result has afactor $L_{M_{\frac{7}{2}}} \otimes M_{s t} / M_{s t} \otimes M_{s t}+2 M_{\frac{1}{2}} \otimes M_{\frac{1}{2}}$. This module is of type $\bar{R}^{10}$ with generator $\left\{z_{1}\right\}$ where
(2) $z_{1}=\frac{e_{1}}{2} \otimes e_{5}+e_{3} \otimes e_{4}$.
(Use multiplicities again).
There are composition factors $\overline{\mathrm{R}}^{00}$ missing still. One of them corresponds to $Y_{3}$. Proof:
Let $S_{4}$ denote the $G$-module generated by $\left\{Y_{4}\right\}$. As we know multiplicities outside weight zero, we can check that $S_{4}$ has the following base outside weight zero:
$\left\{\left\{e_{i} \otimes e_{j}+e_{j} \otimes e_{i}\right\} \mid 1 \leqslant i<j \leqslant 7, j \neq i+3\right.$ or $\left.j=4\right\}$.
The weight space $\left(S_{4}\right)_{0}$ is spanned by the images of this base under the action of the $X_{6}$. One checks that $\left(S_{4}\right)_{0}$ has the base $\left\{e_{2} \otimes e_{5}+e_{5} \otimes e_{2}+e_{4} \otimes e_{7}+e_{7} \otimes e_{4}\right\}$, $\left\{e_{2} \otimes e_{5}+e_{5} \otimes e_{2}+e_{3} \otimes e_{6}+e_{6} \otimes e_{3}\right\}$, which does not span $\left\{Y_{3}\right\}$. Only one composition factor is missing now. But we want to do more than finding this last one: We want to change the order in the
composition series. $\left(Y_{1}\right.$ is following $Z_{1}$ now, but we want $Z_{1}$ to follow $Y_{1}$ ).
So consider $S / S_{2}$, where $S_{2}$ is generated by $\left\{Y_{2}\right\}$. We know that $\left\{Y_{1}\right\}$ generates a $G-s u b m o d u l e$ in $S / S_{2}$ that has no composition factor $\overline{\mathrm{R}}^{10}$. In $\mathrm{S} / \mathrm{S}_{2}$ one checks that $\mathrm{X}_{\delta}\left\{\mathrm{Z}_{1}\right\}=0$ for $\delta$ positive, and that $\frac{x_{\delta}^{n}}{n!}\left\{Z_{1}\right\}=0$ for $n>1$. (The last result is obtained from the multiplicities.) Hence $\left\{Z_{1}\right\}$ is a highest weight vector of a G-submodule of $S / S_{2}$. (Use the standard base of $U_{\mathbb{Z}}$ as in the case $p=3$.

Then $\left\{Z_{1}\right\}$ generates a $G$-submodule of $S / S_{2}$ without composition factor $\bar{R}^{01}$. Choose
(4) $Z_{2}=X_{-\beta} Z_{1}$.

Cheok that $\frac{X_{\beta}^{2}}{2}\left\{Z_{2}\right\}=\left\{Y_{2}\right\}$ in $S$.
The conclusion is that $S$ has the composition series
(01) (10) (00) (20) (00) (01)

$$
Y_{1} / Z_{1} / Z_{2} / Y_{2} / Y_{3} / Y_{4}
$$

Choose
$C=$ the $G$-module generated by $\left\{Z_{1}\right\}$ modulo the $G$-module generated by $\left\{Y_{4}\right\}$. It has composition series
(10) (00) (20) (00)

$$
Z_{1} / Z_{2} / Y_{2} / Y_{3}
$$

In $C$ the element $Y_{2}$ generates a G-module isomorphic to $\underline{r}_{u}$. (This
is seen as in the proof of Proposition 5.2.) Hence one gets
$\varepsilon_{1}: 0 \rightarrow \underline{r}_{u} \rightarrow C \rightarrow A \rightarrow 0$.
Then $A \simeq L_{M_{s t}}$. Choose $B=L_{M_{\frac{1}{2}}}$. That gives
$\mathcal{E}_{2}: 0 \rightarrow L_{1} \rightarrow A \rightarrow B \rightarrow L_{2} \rightarrow 0$.
We check condition (C):
$x_{\beta} \cdot\left(\eta_{3} \eta_{2}\left(x_{\alpha-\gamma} \cdot \eta_{1} I_{0}\right)\right)=0$, but
$x_{\alpha-\gamma} \cdot\left(\eta_{3} \eta_{2}\left(X_{\beta} \cdot \eta_{1} f_{0}\right)\right)=X_{\alpha-\gamma} \cdot\left(n_{3} \eta_{2}\left\{e_{5}\right\}\right)=\left\{X_{\alpha-\gamma} Z_{1}\right\}=$ $\left\{e_{3} \otimes e_{3}\right\} \neq 0$.
End of Proof of Theorem 10.1.
10.17 REMARK.

In the case by case part one may use more embeddings of Chevalley groups in Chevalley groups to get proofs like that for type $B_{1}$. There are useful embeddings $A_{2} \rightarrow G_{2}(p=3), D_{4} \rightarrow B_{4}(p=2)$, $G_{2} \rightarrow D_{4}(p=2)$. The last one corresponds to the fixed points of the triality automorphism of $D_{4}$, and can be described analogously to 3.11. In this case one has to divide out two of the $\underline{r}_{i}$ in $\left(\underline{r}_{u}\right)_{D_{4}}=\underline{r}_{1} \oplus \underline{r}_{2} \oplus \underline{r}_{3}$, in order to get a close resemblance of $\left(\underline{r}_{u}\right)_{G_{2}}$ and the $G_{D_{4}}$-module. (cf. case $B_{3}$. See 10.12.) The modules $C$ in these alternative proofs have higher dimensions.
10.18 Let $\phi: G^{*} \rightarrow G$ be the extension that is constructed in the proof of Theorem 10.1. So $G^{*}$ is a subgroup of ( $\mathrm{C}, \mathrm{G}$ ), containing ${ }^{r_{u}}, 1{ }^{\prime}$, where $C$ is a $G$-module containing $\underline{r}_{u}$ (see 10.3 (13)). The map $\phi$ is the restriction of $P_{G}:(C, G) \rightarrow G$ to G*. We may and shall assume that all weights of $C$ are in $\Gamma_{0}$ (see 10.14 Remark). Let $G_{\text {ad }}$ denote the adjoint group corresponding to $G$. Then there is a natural homomorphism (id, Ad) : ${ }^{( } \mathrm{C}, \mathrm{G}{ }^{\prime} \rightarrow$ $\rightarrow\left(C, G_{a d}\right)$.
10.19 DEFINITION.

The image of $G^{*}$ under (id,Ad) is denoted $G^{*}$ ad and the restriction of $P_{G_{a d}}:\left(C, G_{a d}\right) \rightarrow G_{a d}$ to $G_{a d}^{*}$ is denoted $\phi_{a d}$. So $\phi_{a d}: G_{a d}^{*} \rightarrow G_{a d}$ is an extension of $G_{a d}$ by $r_{u}$.
10.20 PROPOSITION.

Assume $\Sigma \cap \mathrm{p} \Gamma=\emptyset$ and $\underline{\mathrm{r}}_{\mathrm{u}} \neq 0$.
The extension $\phi_{a d}$ is non-trivial, i.e. there is no homomorphism $s: G_{a d} \rightarrow G_{\text {ad }}^{*}$ satisfying $\phi_{\text {ad }} 0 s=i d$.

PROOF.
Suppose s exists. Put $X=(i d, A d)$. Then $\phi_{a d}{ }^{0} X=\operatorname{Ad} 0 \quad \phi$, hence $\mathrm{d} \phi_{\mathrm{ad}} 0 \mathrm{dx}=\mathrm{ad} 0 \mathrm{~d} \phi$. Consider the inverse image $h$ of (ds) gad in $\underline{g}^{*}$. It is a Lie algebra. If $\gamma \in \Sigma$, then $X_{\gamma}^{*}+\underline{r}_{u}$ is mapped onto the inverse image of $a d\left(X_{\gamma}\right)$ in $g_{a d}^{*}$, so $\operatorname{ad}\left(X_{\gamma}\right)$ is contained in ( $\left.d \phi_{a d} 0 \mathrm{dx}\right)(\underline{h})$. It follows from the central trick that $h$ contains all $\left[X_{\alpha}^{*}, X_{\beta}^{*}\right]$, with $\alpha, \beta \in \Sigma$. Hence it contains non-trivial elements of $\underline{r}_{u}$ (see Theorem 3.5 and Corollary 3.14). But then (ds)gad contains non-trivial elements of $\left.{ }^{( } \underline{r}_{u}, 0\right)=\operatorname{ker}\left(d_{a d}\right)$, which contradicts $\phi_{a d} 0 \mathrm{~s}=\mathrm{id}$.
10.21 Let $G^{*}$ be contained in $(C, G)$ as above. Let $N(C, G) G^{*}$ $\left.{ }^{( } Z_{C, G}\right)^{*}$ ) denote the normalizer (centralizer) of $G^{*}$ in ( $C, G$ ). Then $\left.N_{(C, G}\right)^{*} / Z_{(C, G)} G^{*}$ acts faithfully on $G^{*}$. We will see later (in 13.7) that $\operatorname{Int}\left(N_{(C, G}\right)^{G^{*}}$ ) is a subgroup of finite index in Aut $\left(G^{*}\right)=\left\{\psi \mid \psi\right.$ is an automorphism of $G^{*}$ in the category of algebraic groups\}. At this moment we only prove:
10.22 PROPOSITION.

Let $\underline{r}_{u}$ be non-zero. Then
$\operatorname{dim}\left(N_{(C, G}\right)^{\left.\left.G^{*} / Z_{(C, G}\right)^{*}\right) \geqslant \operatorname{dim} G^{*} .}$

PROOF.
The proof is easy if the centre $Z\left(G^{*}\right)$ of $G^{*}$ has dimension zero. So we assume that the connected component of $Z\left(G^{*}\right)$ is non-trivial.

Then it corresponds to the 1 -dimensional G-submodule of $E_{u}$ and $\Sigma$ is of type $B_{1}$ or $G_{2}, p=2$ (see Proposition 5.2). So $Z\left(G^{*}\right)$ is 1 -dimensional. Inspection of the constructions in 10.11 , $10.12,10.14,10.16$ shows (cf. Remark 10.7) that the inverse image of $L_{1}$ in $C$ is a G-subnodule that contains $r_{u}$ as a submodule but not as a direct factor. The elements of this inverse image are mapped into $N_{(C, G)} G^{*}$ by $i_{C}: C \rightarrow(C, G)$, but some of them are not mapped into $\quad R_{u} \cdot Z_{(C, G)} G^{*}$ (otherwise $\underline{r}_{u}$ would be a direct factor). Hence $\left.\operatorname{dim}\left(N_{(C, G}\right)^{G^{*} / Z(C, G)} G^{*}\right)>$ $\operatorname{dim}\left(G^{*} / Z\left(G^{*}\right)\right) \geqslant \operatorname{dim}\left(G^{*}\right)-1$.
10.23 REMARK.

There is a natural representation of ( $C, G$ ) and hence of $G^{*}$. Its representation space is $K \oplus C$ and its action is defined by $\left.r_{v, g}\right)^{\left(\xi, v^{\prime}\right)}=\left(\xi, \xi v+g \cdot v^{\prime}\right)$. If we assume as in 10.18 that all weights of $C$ are in $\Gamma_{0}$, then the image of the representation is isomorphic to $G_{a d}^{*}$. If, on the contrary, we replace $C$ by a bigger representation (adding direct summands for instance) such that the weights span $\Gamma$, then the image is isomorphic to $G^{*}$. Intermediate lattices of weights yield "intermediate" images.
10.24 REMARK.

The irreducible (rational) representations of $G^{*}$ correspond to the irreducible rational representations of $G$, because the fixed points of $R_{u}$ constitute an invariant subspace.
10.25 REMARK.

Let $s$ be a cross section of $\phi$ as in Theorem 8.2 (cf. 10.3, (14)).
Then $\pi 0 \operatorname{Ad}_{G}(s x)=\operatorname{Ad}_{G}(\phi(s x)) \circ \pi=A d_{G}(x) 0 \pi$, and hence $\operatorname{Ad}_{G}{ }^{0} \mathrm{~s}_{\mathrm{s}}=\hat{\mathrm{Ad}}$.

It follows that ad $=$ ad 0 ds, or âd $0 \pi=a d$, which was proved in 3.3.
10.26. REMARK.

If all roots are long then the adjoint representation of $G_{a d}^{*}$ is faithful. It then induces a representation of $G^{*}$ that is isomorphic to the representation obtained from $10.7,10.23$.

## §11. Relations in the open cell.

In this section we consider an arbitrary solution $\phi: G^{*} \rightarrow G$ of the problem $\mathrm{d} \phi=\pi$ (see section 7). Fixing a maximal torus $\mathrm{T}^{*}$ in $G^{*}$, we derive relations between elements in $\mathrm{T}^{*}$-stable unipotent subgroups of $G^{*}$. These relations are the analogues of relations (A), (B) in Steinbergs set of defining relations for $G$ (see [23] or [22], §6). As a result of these relations we will show that ker $\phi$ is abelian in most cases (see 11.21).
11.1 Let $\phi: H \rightarrow G$ be a surjective separable $k$-homomorphism of connected algebraic groups, where $G$ is an almost simple Chevalley group with $[g, g]=g$. Let $\underline{g}$ denote the Lie algebra of $H, T$ the usual maximal torus in $G, T^{*}$ a $k$-torus in $H$ satisfying $\phi T^{*}=T$. Assume that $T^{*}$ is $k-s p l i t$. If $G$ is simply connected, let $I_{u}$ be the $G$ module described in 5.2 (cf. section 10). If not, put $\underline{m}_{u}=0$ (cf. Lemma 7.1). In both cases ${\underset{\sim}{r}}^{u}$ can be viewed as an $H$-module by means of $\phi$. Now we introduce three properties (arranged in order of increasing strength).
(P1) There is a homomorphism of H -modules $\mu: \underline{r}_{u} \rightarrow \operatorname{ker}(\mathrm{~d} \phi)$ such that $T^{*}$ acts trivially on the cokernel of $\mu$.
(P2) There is an H-equivariant $k$-homomorphism $\tau$ from $r u$ into ker $\phi$
such that $d \tau=\mu$ is as in (P1).
(P3) $\tau\left(\underline{r}_{u}\right)=\operatorname{ker} \phi$, where $\tau$ is as in (P2).

REMARKS.

1) In (P2) it is sufficient to assume that $\tau$ maps into $H$, because $\phi 0 \tau\left(\underline{r}_{u}\right)$ is a connected unipotent normal subgroup.
2) If (P1) holds, then $\mu\left(\underline{\underline{r}}_{\mathbf{u}}\right)$ is contained in the Lie algebra of $R_{u}(H)$. Proof: Consider the natural projection $\psi: \operatorname{ker} \phi \rightarrow \operatorname{ker} \phi / R_{u}(H)$. As ker $\phi$ acts trivially on $\mu\left(\underline{\underline{r}}_{u}\right)$, a maximal torus of ker $\phi / R_{u}(H)$ acts trivially on $(d \psi 0 \mu)\left(\underline{r}_{u}\right)$. It follows from ([ 1], Theorem (13.18)) that ( $\mathrm{d} \psi \circ \mu$ ) ( $\underline{r}_{u}$ ) consists of semi-simple elements. On the other hand it follows as in 6.2 that $(d \psi 0 \mu)\left(Z_{\gamma}^{*}\right)$ is nilpotent for $\gamma$ degenerate. These elements $(\mathrm{d} \psi 0 \mu)\left(Z_{\gamma}^{*}\right)$ generate $(\mathrm{d} \psi 0 \mu)\left(I_{u}\right)$ (see Proposition 5.2), so $(d \psi \circ \mu)\left(\underline{r}_{u}\right)=0$.

EXAMPLES.

1) If $\phi: G^{*} \rightarrow G$ is a solution of $d \phi=\pi$, as described in 7.2, then $\phi$ satisfies (P1). We will see in $11.21,11.27$ that $\phi$ also satisfies (P3), with one possible exception.
2) If $\phi: G^{*} \rightarrow G$ is the extension of $G$ by $\underline{r}_{u}$, constructed in section 10, then $\phi$ satisfies (P3). (Then it also satisfies (P1) (P2), of course.)
3) If $\phi=P_{G}:\left(\underline{\underline{r}}_{u}, G\right) \rightarrow G$ (see 8.1), then $\phi$ also satisfies (P3).
11.2 LEMMA.

If $\phi: H \rightarrow G$ satisfies $(P 2)$, then $A d_{H}{ }^{\circ} \tau$ is trivial (i.e. it maps $\underline{r u}_{u}$ to 1).

PROOF.
Let $X \in \underline{r}_{u}$. For $x \in H$ we have $(x, \tau(X))=\tau(x \cdot X-X)$, so the morphism $x \mapsto(x, \tau(X))$ has differential zero (see Proposition 5.2 and use that $d F r=0)$. But this differential is also equal to id-Ad $H(T(X))$ (see [1], (3.9)).
11.3 In the sequel we shall derive several results about $\phi: G^{*} \rightarrow G$ which do not depend on the property $d \phi=\pi$, but only on (P1), (P2) or (P3). We shall apply those results in situations like example 3 in 11.1. Therefore we shall label such results with the corresponding properties, suppressing (P1) if (P2) holds and (P2) if (P3) holds. So a label (P1) means that some natural modifications yield a result that is valid if (P1) holds in 11.1. (It doesn't mean that (P1) is necessary.) We give some examples of these modifications:

Replace $G^{*}$ by $H$, replace $Z_{\gamma}^{*}$ by $\mu\left(Z_{\gamma}^{*}\right)$, if necessary. Replace $X_{\alpha}^{*}$ by the weight vector of $T^{*}$ in $\underline{h}$ that satisfies $(d \phi) X_{\alpha}^{*}=X_{\alpha}$. Omit weights that don't occur in $\underline{h}$. We shall give proofs of labeled statements only for the case $\phi: G^{*} \rightarrow G$, leaving the general case to the reader.
11.4 We return to $\phi: G^{*} \rightarrow G$ with $d \phi=\pi$ (see 7.2). Assume that $\phi$ is defined over $k$ and that $\underline{\underline{r}}_{\mathrm{L}} \neq 0$. So $G$ is simply connected almost simple, $\Sigma \cap p \Gamma=\emptyset$ (see Proposition 1.3 (ii) and Proposition 2.2) and $\Gamma$ contains degenerate sums (see 3.14). We know that ker $\phi$ is the unipotent radical $R_{u}$ of $G^{*}$ (see Lemma 7.4). It follows from ([1], (6.7) Remark) that $R_{u}$ is defined over $k$. The inverse image $\phi^{-1}(T)$ of $T$ is also defined over $k$ (see [1], (6.7), (6.8), applied to the action of $G^{*}$ on $G / T$ ). Hence $\phi^{-1}(T)$ contains a maximal torus $T *$, defined over $k$ (see [1], (18.2)). This torus $T^{*}$ is mapped isomorphically onto $T$. So $T^{*}$ is k-split.
(Note that this was assumed in 11.1.) The action Ad of $G^{*}$ on $g^{*}$ is given by $\operatorname{Ad}(x)(X)=\hat{A d}(\phi x)(X)$ for $x \in G^{*}, X \in g^{*}$ (see 7.2). So the weight spaces of $A d: G^{*} \rightarrow g^{*}$ are the same as those of $\hat{A d}$ (for $T^{*}$, $T$ respectively). Henceforth we identify weights on $T^{*}$ with weights on $T$.

REMARK.
In the following Proposition short roots have to be handled with special care, because a p-multiple of a short root is a degenerate sum (see Lemma 2.9, (iii)).
11.5 PROPOSITION (P1).(cf. [7], Exp. 13, Th. 1).

Let $\gamma$ be a non-zero weight of $g^{*}$.
(i) If $\gamma$ is not a short root, then there is a connected subgroup $G_{\gamma}^{*}$ of $G^{*}$, defined over $k$, such that
(a) The Lie algebra of $G_{\gamma}^{*}$ is $g_{\gamma}^{*}$.
(b) As an algebraic group, $G_{\gamma}^{*}$ is $T^{*}$-equivariantly k-isomorphic to $\mathrm{g}_{\gamma}^{*}$.
(ii) If $\gamma$ is a short root, then there is a $T^{*}$-equivariant $k$-isomorphism of varieties from $g_{\gamma}^{*}$ into $G^{*}$, mapping 0 to 1 .

PROOF.
(i) The multiplicity of $\gamma$ is 1 , and the multiplicity of $n \gamma$ is zero for $n>1$ (use Lemma 2.6 (i) and Proposition 2.12). So it follows from ([3], Theorem 9.16), that there is a $\mathrm{T}^{*}$-stable subgroup $G_{\gamma}^{*}$ satisfying (a). It is the unipotent radical of $T^{*} G_{\gamma}^{*}$. Now (b) follows from ([ 3 ], Theorem 9.8).
(ii) The multiplicity of $\gamma$ is 1 , the multiplicity of $p \gamma$ is 1 and those of other positive multiples of $\gamma$ are zero (see Lemma 2.9 (iii), Lemma 2.6 (i), Proposition 5.2). Hence we get from ([ 3 ], Theorem 9.16) the existence of a connected $T^{*}$-stable
subgroup $G_{(\gamma)}^{*}$ of $G^{*}$ with Lie algebra $\underline{g}_{\gamma}^{*}$ or $g_{\gamma}^{*}+\underline{g}_{p \gamma}^{*}$. Again $G_{(\gamma)}^{*}$ is the unipotent radical of $T^{*} G_{(\gamma)}^{*}$. The centralizer of $T^{*}$ has trivial intersection with $G_{(\gamma)}^{*}($ see [1], Proposition 9.4), so (ii) follows from ([3], Corollary 9.12).
11.6 Let $\gamma$ be a weight as in Proposition 11.5 , (i). We identify the additive group $\mathrm{g}_{\gamma}^{*}$ with its Lie algebra. Then the isomorphism $\theta: \mathrm{g}_{\gamma}^{*} \rightarrow \mathrm{G}_{\gamma}^{*}$ may be normed in such a way that $\mathrm{d} \theta=\mathrm{id}$.

NOTATION.
$x_{\gamma}^{*}(u)$ denotes the image of $u X_{\gamma}^{*}$ (or $u Z_{\gamma}^{*}$ ) under the normed isomorphism $\theta: g_{\gamma}^{*} \rightarrow G_{\gamma}^{*}$.

So $x_{\gamma}^{*}$ is a $k$-homomorphism $\underline{G}_{a} \rightarrow G_{\gamma}^{*}$, where $\underline{G}_{a}$ denotes the 1-dimensional additive group, as usual. We have $h x_{\gamma}^{*}(u) h^{-1}=x_{\gamma}^{*}\left(h^{\gamma} u\right)$ for $h \in T^{*}$, $u \in K$ ( $h \gamma$ denotes the image of $h$ under $\gamma$ ).
11.7 Now let $\gamma$ be a short root. We identify $g_{\gamma}^{*}$ with its tangent space in 0 . Let $\theta: \mathrm{g}_{\mathcal{Y}}^{*} \rightarrow \mathrm{G}^{*}$ be the isomorphism from Proposition 11.5, (ii). Then $h \theta\left(u X_{\gamma}^{*}\right) h^{-i}=\theta\left(h_{u X_{\gamma}^{*}}^{*}\right)$. Differentiating this relation we get $A d(h)(d \theta) X_{\gamma}^{*}=h^{\gamma}(d \theta) X_{\gamma}^{*}$. So d $\theta$ leaves $g_{\gamma}^{*}$ invariant and $\theta$ can be normed in such a way that $d \theta=$ id (note that $d \theta$ is non-zero because $\theta$ is an isomorphism).

NOTATION,
The image of $\mathrm{uX}_{\gamma}^{*}$ under the normed isomorphism $\theta: \mathrm{g}_{\gamma}^{*} \rightarrow \mathrm{G}^{*}$ is denoted $y_{\gamma}^{*}(u)$.

So $y_{\gamma}^{*}$ is a morphism $K \rightarrow G^{*}$ satisfying $y_{\gamma}^{*}(0)=1$ and hy $\gamma_{\gamma}^{*}\left(u X_{\gamma}^{*}\right) h^{-1}=$ $y_{\gamma}^{*}\left(h^{\gamma} u X_{\gamma}^{*}\right)$ for $h \in T^{*}, u \in K$. It is not a homomorphism because $\left(X_{\alpha}^{*}\right)[p] \neq 0$ (see 6.3, Remark 3).
11.8 LEMMA. (cf. [7], Exp. 17, Lemme 1).

Let $\gamma, \gamma_{1}, \gamma_{2}, \ldots, \gamma_{m} \in \Gamma$. Let $f: K^{m} \rightarrow K$ be a morphism, satisfying $h^{\gamma_{f}}\left(u_{1}, \ldots, u_{m}\right)=f\left(h^{\gamma} u_{1}, \ldots, h^{\gamma}{ }_{m_{m}}\right)$ for $h \in T^{*}, u_{1}, \ldots, u_{m} \in K$. Then $f$ is a linear combination of monomials $u_{1}^{n_{1}} \ldots u_{m}^{n_{m}}$ satisfying $\gamma=n_{1} \gamma_{1}+\ldots+n_{m} \gamma_{m}$.

PROOF. Use independence of characters.
11.9 Lemma 11.8 is usually applied in the case that $f$ is the composite of a morphism and a coordinate function. More precisely, if $V$ is an affine variety with coordinates $y_{1}, \ldots, y_{p}\left(s o v \subset K^{r}\right)$, and $\tau: K^{m} \rightarrow V$ is a morphism, then we take $f=y_{i} \circ \tau$, applying the Lemma $r$ times. Of course this only makes sense if the $y_{i}{ }^{0} \tau$ are nice.

### 11.10 DEFINITION.

Let $\Omega$ be the open cell in $G(\operatorname{see} 2.1)$. Then we call $\Omega^{*}=\phi^{-1}(\Omega)$ the open cell of $\mathrm{G}^{*}$.
11.11 LEMMA (P1).
(i) Let $\alpha \in \Sigma$. Then $\phi\left(x_{\alpha}^{*}(u)\right)\left(\right.$ or $\left.\phi\left(y_{\alpha}^{*}(u)\right)\right)$ is equal to $x_{\alpha}(u)$.
(ii) Let $\gamma$ be degenerate. Then $\phi\left(x_{\gamma}^{*}(u)\right)=1$.

PROOF.
First let $\alpha \in \Sigma$. The inverse image of $\Omega^{*}$ under $\theta: g_{\alpha}^{*} \rightarrow G^{*}$ is an open $T^{*}$-invariant neighbourhood of 0 in $g_{\alpha}^{*}$. Hence it is $g_{\alpha}^{*}$ and we have $\phi 0 \quad \theta: g_{\alpha}^{*} \rightarrow \Omega$. Applying Lemma 11.8 it follows from the structure of $\Omega$ (see proof of 9.6 or [8], Proposition 1) that $\phi 0 \theta\left(u X_{\alpha}^{*}\right)=x_{\alpha}(c u), c \in K$. Differentiating shows that $c=1$. Part (ii) is proved in the same way.
11.12 The torus $\mathrm{T}^{*}$ acts in a natural way on the direct product of the groups $Z_{G^{*}}\left(T^{*}\right)$ and $\underset{\gamma \neq 0}{\Sigma} \mathrm{~g}_{\gamma}^{*}$, where $\mathrm{Z}_{\mathrm{G}^{*}}\left(\mathrm{~T}^{*}\right)$ denotes the centralizer of $T^{*}$ in $G^{*}$. The action is trivial on the first factor and it is $\mathrm{Ad}_{\mathrm{G}}$ * on the second one. We identify the factors with subspaces of the direct product in the natural way.

PROPOSITION (P1). (cf. [7], Exp. 15, Prop. 1).
There is a $T^{*}$-equivariant $k$-isomorphism of varieties
$\theta: Z_{G^{*}}\left(T^{*}\right) \times \underset{\gamma \neq 0}{\sum} \mathrm{~g}_{\gamma}^{*} \rightarrow \Omega^{*}$, such that
(i) The restriction of $\theta$ to the first factor is the natural embedding $Z_{G^{*}}\left(T^{*}\right) \rightarrow G^{*}$,
(ii) The restriction to $\mathrm{g}_{\gamma}^{*}(\gamma \neq 0)$ is the normed isomorphism
from 11.6 or 11.7 ,
(iii) There is an order of the non-zero weights of $\mathrm{g}^{*}$, say
$\beta_{1}, \ldots, \beta_{r}$, such that $\theta\left(X_{1}+\ldots+X_{r}\right)=\theta\left(X_{1}\right) \ldots \theta\left(X_{r}\right)$ for
$X_{i} \in g_{\beta}^{*}$,
(iv) $\theta(x, X)=\theta(x) \theta(X) \underline{\text { for }}(x, X) \in Z_{G^{*}}\left(T^{*}\right) \times \underset{\gamma \neq 0}{\Sigma} g_{\gamma}^{*}$.

PROOF.
First we consider $R_{u}$. In ([3], 9.12) it is proved that there is a $T^{*}$-equivariant isomorphism (over $K$ ) $\zeta: \underline{r}_{u} \rightarrow R_{u}$ and a decomposition of $\underline{r}_{u}$ into 1-dimensional $T^{*}-$ stable subspaces $L_{i}$, such that, if $L_{(s)}$ denotes $\sum_{i=s}^{m} L_{i}$, we have
(a) $L_{(1)}=\underline{r}_{u}$,
(b) For each $s, 1 \leqslant s \leqslant m, \zeta\left(L_{(s)}\right)$ is a normal subgroup of $R_{u}$,
(c) For each $s, 1 \leqslant s \leqslant m$, the group $\zeta\left(L_{(s)}\right) / \zeta\left(L_{(s+1)}\right)$ is T*-equivariantly isomorphic to $L_{S}$.

Now we choose for each $s$ a $T^{*}$-equivariant cross section $\theta_{s}$ (over $K$ ) of the composite $\operatorname{map} \zeta\left(L_{(s)}\right) \rightarrow \zeta\left(L_{(s)}\right) / \zeta\left(L_{(s+1)}\right) \rightarrow L_{s}$ (see[3], 9.13).

Put $\theta\left(X_{1}+\ldots+X_{m}\right)=\theta_{1}\left(X_{1}\right) \ldots \theta_{m}\left(X_{m}\right)$ for $X_{i} \in L_{i}$. It is clear that $\theta$ is an isomorphism of varieties $\underline{I}_{u} \rightarrow R_{u}$. If $\gamma$ is a degenerate sum, then it follows from Lemma 11.8 that $\theta^{-1}\left(x_{\gamma}^{*}(u)\right)=c u Z_{\gamma}^{*}$ for some $c \in K$. Hence we may and shall replace the corresponding $\theta_{i}$ by $x_{\gamma}^{*}$. If $z \in Z_{G^{*}}\left(T^{*}\right)$, then it follows from the same Lemma that $u \mapsto z x_{\gamma}^{*}(u) z^{-1}$ is a morphism $K \rightarrow R_{u}$ of the type $u \rightarrow x_{\gamma}^{*}(c u)$. Hence we may assume that zero weights correspond to the first $\theta_{i}$. Then we get an isomorphism of varieties from $\mathrm{Z}_{\mathrm{R}_{\mathrm{u}}}\left(\mathrm{T}^{*}\right) \times\left({ }_{\gamma} \Sigma_{\text {degenerate }} \mathrm{g}_{\gamma}^{*}\right)$ onto $\mathrm{R}_{\mathrm{u}}$. This isomorphism $\tau$ is $T^{*}$-equivariant and defined over $k$. Choose $\beta_{1}, \ldots, \beta_{t}$ to be the degenerate sums in the order they occur in the $L_{i}$. Choose $\beta_{t+1}, \ldots, \beta_{r}$ to be the roots in ascending order. Then define $\theta$ by (i), (ii), (iii), (iv). It has yet to be shown that $\theta$ is an isomorphism, as it is clear that $\theta$ is $T^{*}$-equivariant and defined over $k$. First we note that $\phi 0 \theta\left(Z_{G^{*}}\left(T^{*}\right)\right)=Z_{G}(T)=T$. As $T$ normalizes the subgroups $\left\{x_{\alpha}(u) \mid u \in K\right\}$, it follows that $\theta$ has its image in $\Omega^{*}$ (use Lemma 11.11).

Note that $\tau$ is a restriction of $\theta$. The restriction of $\theta$ to $Z_{G^{*}}\left(T^{*}\right) \times\left({ }_{\gamma} \Sigma_{\text {degenerate }} \mathrm{g}_{\gamma}^{*}\right)$ is injective because $Z_{G^{*}}\left(T^{*}\right) \cap_{\tau}\left(\gamma^{\Sigma}\right.$ degenerate $\left.\mathrm{E}_{\gamma}^{*}\right)=1$ (use that $\tau$ is $T^{*}$-equivariant).
It is an isomorphism because the composite homomorphism $Z_{G^{*}}\left(T^{*}\right) \rightarrow Z_{G^{*}}\left(T^{*}\right) / Z_{R_{u}}\left(T^{*}\right) \Rightarrow\left(Z_{G^{*}}\left(T^{*}\right) \cdot R_{u}\right) / R_{u}$ has a rational cross section (see [19], Corollary 1 to Theorem 1 and [1], Proposition 9.4, 6.7) . The image of this isomorphism is the connected subgroup $\phi^{-1}(T)$. Note that $\phi^{-1}(T)$ is also connected in the situation of 11.1 (see proof of Lemma 7.4 and use [1], 13.17 Corollary 2, (d)). The result now follows from the structure of $\Omega$ (cf. 11.11 ; reconstruct from $\theta(X, X)$ the components of ( $d \phi) X)$.
11.13 LEMMA (P1).

Let $T^{*}$ act on a vector space $A$ such that 0 is contained in the closure of every orbit. Let $\tau: A \rightarrow G^{*}$ be a $T^{*}$-equivariant morphism, satisfying $\tau(0)=1$. Then the image of $\tau$ is contained in $\Omega^{*}$.

PROOF.
$\tau^{-1}\left(\Omega^{*}\right)$ is a $T^{*}$-equivariant neighbourhood of 0 in $A$.
11.14 Let $\tau: A \rightarrow G^{*}$ be given as in the Lemma.

Then we may apply Lemma 11.8 as indicated in 11.9 , taking $V=\Omega^{*}$. We have to choose suitable coordinates on $\Omega^{*}$. They can be obtained from coordinates on $Z_{G^{*}}\left(T^{*}\right) \times \underset{\gamma \neq 0}{\Sigma} g_{\gamma}^{*}$ by the isomorphism $\theta$ (see Proposition 11.12). On the factor $Z_{G^{*}}\left(T^{*}\right)$ we choose some set of coordinates and on the factor $\sum_{\gamma \neq 0} g_{\gamma}^{*}$ we choose linear coordinates corresponding to the weights. We get results like those in Lemna 11.11, where the same method was applied with $\Omega$ instead of $\Omega^{*}$.
11.15 PROPOSITION (P1).

Let a be a short root.
(i) $(u, v) \mapsto y_{\alpha}^{*}(u) x_{p \alpha}^{*}(v)$ is a $k$-isomorphism of varieties from $K^{2}$ into $G^{*}$.
(ii) $y_{\alpha}^{*}(a) x_{p \alpha}^{*}(b) y_{\alpha}^{*}(c) x_{p \alpha}^{*}(d)=y_{\alpha}^{*}(a+c) x_{p \alpha}^{*}\left(\varepsilon_{\alpha} f(a, c)+b+d\right)$, where $\varepsilon_{\alpha} \in k$ and $f$ is a Witt-cocycle (i.e. $f(a, c)=a c$ if $p=2$, $f(a, c)=a^{2} c+a c^{2}$ if $p=3$, see [11], p. 197).
(iii) $\left(X_{\alpha}^{*}\right)^{[p]}=-\varepsilon_{\alpha}^{Z_{p \alpha}^{*}}$.

REMARK.
In fact $\varepsilon_{\alpha}= \pm 1$ in $\mathrm{g}^{*}$, as one sees from the proof of 6.2 . But
this depends on more than (P1) as one sees from example 3 in 11.1 where we have $\varepsilon_{\alpha}=0$.

PROOF OF THE PROPOSITION.
(i) The map $(u, v) \mapsto \theta^{-1}\left(y_{\alpha}^{*}(u) x_{p \alpha}^{*}(v)\right)$ is of the type $(u, v) \mapsto c_{1} u X_{\alpha}^{*}+c_{2} u^{P_{2}} Z_{p \alpha}^{*}+c_{3} v Z_{p \alpha}^{*}$ (use Lemma 11.8, cf. 11.14). It is clear that $c_{1} \neq 0, c_{3} \neq 0$. Hence it is an isomorphism.
(ii) We argue as in 11.14 and apply Lemma 11.11 (i) and the fact that $x_{p \alpha}^{*}$ is a homomorphism. As a result we get that the left hand side is equal to $y_{\alpha}^{*}(a+c) x_{p \alpha}^{*}(h(a, c)+b+d)$, where $h$ is a homogeneous polynomial of degree $p$. It follows that $h(a, c)$ is a 2-cocycle of $\underline{G}_{a}$ in $\underline{G}_{a}$ (with trivial action). Hence we can apply ([11], II $53 \mathrm{n}^{\circ} 4.6$ ) to see that h is spanned by polynomials of the form $f^{P},\left(X Y^{p}\right)^{P^{n}}, X^{n}+Y^{n}-(X+Y)^{n}$, where $n, r \geqslant 0$, $f$ is a Witt-cocycle. But $f$ is the only one with degree $p$.
(iii) As $p=2$ or 3 , we have $\left(y_{\alpha}^{*}(u)\right)^{p}=x_{p \alpha}^{*}\left(-\varepsilon_{\alpha} u^{p}\right)$. The group generated by the elements $y_{\alpha}^{*}(u), x_{p \alpha}^{*}(u)$ is solvable. So it can be realized in trigonalized form. In that form (iii) is an easy consequence of the relation $\left(y_{\alpha}^{*}(u)\right)^{p}=x_{p \alpha}^{*}\left(-\varepsilon_{\alpha} u^{p}\right)$.
11.16 LEMMA (P1).

Let $\gamma \neq 0$ be a weight of $g^{*}, \psi_{\gamma}$ a $T^{*}$-equivariant morphism from $\mathrm{g}_{\gamma}^{*}$ into $\mathrm{G}^{*}$, mapping ${ }^{0}$ to 1 .
(i) $d \psi_{\gamma}$ maps $\mathrm{g}_{\gamma}^{*}$ into itself.
(ii) If $d \psi_{\gamma}=c i d, c \in K$, and $\gamma$ is not a short root, then $\Psi_{\gamma}(X)=\theta(c X)$ for all $X \in g_{\gamma}^{*}$. Here $\theta$ is the isomorphism that defines $x_{\gamma}^{*}$ (see 11.6).
(iii) If $d \psi_{\gamma}=c_{1} i d, c_{1} \in K$, and $\gamma$ is a short root, then there is $c_{2} \in K$ such that $\psi_{\gamma}\left(u x_{\gamma}^{*}\right)=y_{\gamma}^{*}\left(c_{1} u\right) x_{p \gamma}^{*}\left(c_{2} u^{p}\right)$. If $\psi_{\gamma}$ is defined over $k$, then $c_{1}, c_{2} \in k$.

PROOF.
(i) See 11.7.
(ii) Note that $\theta$ in Proposition 11.12 extends $\theta: g_{\gamma}^{*} \rightarrow G^{*}$. The result is obtained by the argument in 11.14 .
(iii) Use the same method.

### 11.17 DEFINITION.

Let $\alpha$ be a short root, $c_{\alpha} \in k$. Then we put $x_{\alpha}^{*}(u)=y_{\alpha}^{*}(u) x_{p \alpha}^{*}\left(c_{\alpha} u^{p}\right)$. We say that $x_{\alpha}^{*}$ is obtained from $y_{\alpha}^{*}$ by the norming constant $c_{\alpha}$. From now on a set of norming constants is supposed to be given.

REMARK.
It follows from Lemma 11.16 (iii) that the norming constants represent the freedom of choice in the definition of $y_{\alpha}^{*}$ (see Proposition 11.5 (ii) and 11.7 ). Hence results like Proposition 11.15 are also valid when $y_{\alpha}^{*}$ is replaced by $x_{\alpha}^{*}$. We will use this frequently.
11.18 PROPOSITION (P1). (cf. [22], Lemma 15).

Let $\alpha, \beta$ be independent weights of $\mathrm{g}^{*}$.
(i) $\left(x_{\alpha}^{*}(u), x_{\beta}^{*}(v)\right)=\prod_{i>0, j>0} x_{i \alpha+j \beta}^{*}\left(c_{i j \alpha \beta^{u}}{ }^{i} v^{j}\right)$, where the product is taken in any order and the $c_{i j \alpha \beta}$ are elements of $k$ (depending on the order).
(ii) We fix the order of the product in (i). If $i, j$ are not both divisible by $p$, then $c_{i j \alpha \beta}$ can be determined from the action of the elements $x_{\gamma}^{*}(t)(t \in K, \gamma \neq 0)$ on the weight spaces $g_{\delta}^{*}$ with $\delta$ linearly independent from $\gamma$ (see 7.2 for the action).

REMARKS.

1) If $c_{i j \alpha \beta} \neq 0$ and $i \alpha+j \beta$ is a short root, then $c_{p i, p j, \alpha, \beta}$ depends on the norming constants. So the condition in (ii) is essential.
2) $c_{11 \alpha \beta}$ corresponds to a commutator in the Lie algebra (cf. [22], Lemma 15).
3) If $x_{\alpha}^{*}(u) \in R_{u}$ or $x_{\beta}^{*}(v) \in R_{u}$, then we only have to use weights $i \alpha+j \beta$ that are degenerate.

PROOF OF THE PROPOSITION.
(i) First take the same order of the weights as in Proposition 11.12, (iii). Then the result follows as above (see 11.14). For an arbitrary order we reason by induction on the number of weights $i \alpha+j \beta(i>0, j>0)$ that occur in $\mathrm{g}^{*}$. By induction hypothesis every product $\Pi x_{i \alpha+j \beta}^{*}\left(u_{i j}\right)$ can be reordered using (i) for commutators $\left(x_{i \alpha+j \beta}^{*}\left(u_{i j}\right), x_{r \alpha+s \beta}^{*}\left(u_{r s}\right)\right)(c f .[22], p \cdot 24-26)$.
(ii) Let $G^{*}$ be realized as a linear algebraic group, $G^{*} C G L_{n}$. Then we can multiply matrices in $G^{*}$ with matrices in $g^{*}$, and we can differentiate morphisms $K^{n} \rightarrow G^{*}$ in the same way as we differentiate polynomials. (In fact they are polynomials with matrices as coefficients.)

If $\gamma$ is a short root, then it follows from $x_{\gamma}^{*}(u+v)=x_{\gamma}^{*}(u) x_{p \gamma}^{*}\left(-\varepsilon_{\gamma} f(u, v)\right) x_{\gamma}^{*}(v)$ that $\left(\frac{d}{d u} x_{\gamma}^{*}(u+v)\right)_{u=0}=x_{\gamma}^{*} x_{\gamma}^{*}(v)-\varepsilon_{\gamma} v^{p-1} Z_{p \gamma}^{*} x_{\gamma}^{*}(v)$. So $v \frac{d}{d v}\left(x_{\gamma}^{*}(v)\right)=\left(v X_{\gamma}^{*}-\varepsilon_{\gamma} v^{p} Z_{p \gamma}^{*}\right) x_{\gamma}^{*}(v)$.
For long roots and for degenerate sums one gets analogous formulas. Now we note that $x X=\left(\operatorname{Ad}_{G^{*}}(x) X\right) x$ for $x \in G^{*}, X \in g^{*}$. Hence elements of $g^{*}$ can be "transported to the left" and we can apply the same method as Steinberg used in ([22], proof of Lemma 11.18). Applying $u \frac{d}{d u}$ to both sides of (i) we get relations that enable us to determine inductively all $c_{i j \alpha \beta}$ with i prime to $p$ (induction on $i+j)$. Applying $v \frac{d}{d v}$ to both sides we get the same kind of relations with $j$ prime to $p$.

### 11.19 DEFINITION.

Let $\alpha, \beta$ be independent weights. Put

is taken in some fixed order, skipping ia+jß if it is not a
weight of $\mathrm{g}^{*}$.

COROLLARY (P1).
(i) $G_{(\alpha, \beta)}^{*}$ is a $k$-subgroup of $G^{*}$.
(ii) There is a bijective correspondence between the elements
of $G_{(\alpha, \beta)}^{*}$ and their parameters $v_{i j}$.
(iii) This correspondence is a $k$-isomorphism $K^{m} \rightarrow G_{(\alpha, \beta)}^{*}$,
of algebraic varieties, where $m=\operatorname{dim} G_{(\alpha, \beta)}^{*} \cdot$

PROOF.
This Corollary may be proved in the same way as Proposition 11.15.
Part (i) also follows from Proposition 11.18 (i), using Proposition
11.15 (ii) and 11.5, 11.6. Parts (ii), (iii) follow from Propositions $11.12,11.18$ (i) (of. [22], p. 24-26).

REMARK.
It follows from part (i) of the Corollary that $G_{(\alpha, \beta)}^{*}$ does not depend on the order that is used in its definition.
11.20 Given some expression $x_{\gamma_{1}}^{*}\left(u_{1}\right) \ldots x_{\gamma_{n}}^{*}\left(u_{n}\right)$ it is often possible to reorder the factors such that the weights occur in some prescribed order. That is: $x_{\gamma_{1}}^{*}\left(u_{1}\right) \ldots x_{\gamma_{n}}^{*}\left(u_{n}\right)=x_{\delta_{1}}^{*}\left(v_{1}\right) \ldots x_{\delta_{r}}^{*}\left(v_{r}\right)$, where the $\delta_{i}$ are ordered in the prescribed way. Applying Proposition 11.18 several times one may try to express the arguments $v_{i}$ in terms of the $u_{j}$ and the constants of type $c_{i j \alpha \beta}$. It can be done for instance in the case that all factors are contained in a subgroup of type
$G_{(\alpha, \beta)}^{*}$. We call the technique "Reordering the product".
11.21 THEOREM.

Let $G$ not be of type $B_{3}, \phi: G^{*} \rightarrow G$ as above (see 11.4). Then $R_{u}$ is commutative.

PROOF.
$R_{u}$ is solvable. If $\underline{r}_{u}$ is an irreducible $G$-module, then ( $R_{u}, R_{u}$ ) has trivial Lie algebra and is connected, so $\left(R_{u}, R_{u}\right)=\{1\}$.
So we are done in the case of type $F_{4}$ (see Proposition 5.2). Hence we may suppose that $\Sigma$ is not of type $F_{4}$. Then dim( $\left.\underline{r}_{u}\right)_{0} \leqslant 1$ (see Proposition 5.2 again). Let $Z\left(T^{*}\right)$ denote the centralizer of $T^{*}$ in $G^{*}$. The group $Z\left(T^{*}\right) \cap R_{u}$ is a connected group of dimension $\leqslant 1$ (see [1], (9.4)), hence it is abelian. (see [1], (10.9)). If $z \in Z\left(T^{*}\right) \cap R_{u}$, and $\gamma$ is a degenerate sum, then $u Z_{\gamma}^{*} \mapsto\left(z, x_{\gamma}^{*}(u)\right)$ satisfies the conditions of Lemma 11.16. Its derivative $A d(z)-i d=\hat{A d}(\phi z)$ - id is trivial (cf. Lemma 11.2), so (1) $Z\left(T^{*}\right) \cap R_{u}$ is central in $R_{u}$.

Next we consider two independent degenerate sums $\gamma, \delta$. There is no degenerate sum in $p^{2} \Gamma$ (see Lemma 2.6 (i)), so we can apply Proposition 11.18 (ii) to see that the constants $c_{i j \gamma \delta}$ are zero. (They are zero in one solution of $d \phi=\pi$ because of Theorem 10.1 , so they must be zero in any solution). So
(2) $x_{\gamma}^{*}(u)$ commutes with $x_{\delta}^{*}(v)$ if $\gamma+\delta \neq 0$.

Now we have to consider the case $\gamma+\delta=0$.

EXAMPLE.

$$
{ }^{0} \varepsilon
$$



We apply Proposition 11.18 with explicit constants $c_{i j \alpha \beta}$.
These constants are obtained from known solutions of $d \phi=\pi$ (see section 10 and use Proposition 11.18 (ii)) or as indicated in the proof of 11.18 (ii). We get
$\operatorname{Int}\left(x_{\gamma}^{*}(u)\right) x_{-\gamma}^{*}(v)=\operatorname{Int}\left(\left(x_{\alpha}^{*}(u), x_{\beta}^{*}(1)\right)\right) x_{-\gamma}^{*}(v)=$
$\operatorname{Int}\left(x_{\alpha}^{*}(u) x_{\beta}^{*}(1) x_{\alpha}^{*}(u)\right) x_{-\gamma}^{*}(v) x_{-\varepsilon}^{*}(v)=$
$\operatorname{Int}\left(x_{\alpha}^{*}(u) x_{\beta}^{*}(1)\right) x_{\varepsilon}^{*}\left(u^{2} v\right) x_{-\gamma}^{*}(v) x_{-\varepsilon}^{*}(v) x_{\gamma}^{*}\left(u^{2} v\right)=$
$\operatorname{Int}\left(x_{\alpha}^{*}(u)\right) x_{\varepsilon}^{*}\left(u^{2} v\right) x_{\gamma}^{*}\left(u^{2} v\right) x_{-\gamma}^{*}(v) x_{-\varepsilon}^{*}(v) x_{-\varepsilon}^{*}(v) x_{\gamma}^{*}\left(u^{2} v\right)=$ $x_{\varepsilon}^{*}\left(u^{2} v\right) x_{\gamma}^{*}\left(u^{2} v\right) x_{-\gamma}^{*}(v) x_{\varepsilon}^{*}\left(u^{2} v\right) x_{\gamma}^{*}\left(u^{2} v\right)=$ $\operatorname{Int}\left(x_{\gamma}^{*}\left(u^{2} v\right)\right) x_{-\gamma}^{*}(v)$, where $\operatorname{Int}(x) y=x y x^{-1}$ as usual.
Put $f(u, v)=\left(x_{\gamma}^{*}(u), x_{-\gamma}^{*}(v)\right)$. Then $f$ is a morphism, satisfying $f(u, v)=f\left(u^{2} v, v\right)$ and $f(0, v)=1$. It is easy to see that $f$ is constant (use coordinate functions).

If $P=3$ then the same method can be applied, without knowledge of the signs of the $c_{i j \alpha \beta}$. If $G$ is of type $B_{3}$, then the trick fails however, because $i, j$ are both even in some relevant $c_{i j \alpha \beta}(p=2)$. Then we can't apply Proposition 11.18 . It seems that this case is difficult because degenerate sums of two distinct lengths oceur. If $G$ is of type $G_{2}, P=2$, then there are also some relevant constants of type $c_{2 i, 2 j, \alpha, 8}$. We shall handle this case separately in $11.24,11.25$. It is easily seen from 2.8 Table 1 that there is no other case then those mentioned above. So now we exclude types $G_{2}$ and $B_{3}$ in characteristic 2. Then it follows from (1), (2) and the relation $\mathrm{f}=1$ in the example that
(3) $x_{\gamma}^{*}(u)$ is central in $R_{u}$.

The Theorem follows from (1), (3).
The proof for case $G_{2}, p=2$, will be given in 11.25 .
11.22 LEMMA (P1).
$\left(R_{u}, R_{u}\right)$ is contained in $Z\left(T^{*}\right) \cap R_{u}$.

PROOF.
As in the proof of 11.21 we see that $x_{\gamma}^{*}(u)$ commutes with $Z\left(T^{*}\right) \cap R_{u}$ and with $x_{\delta}^{*}(v)$, where $\gamma, \delta$ are degenerate, $\gamma+\delta \neq 0$. So ( $\left.R_{u}, R_{u}\right)$ is generated by $\left(R_{u}, R_{u}\right) \cap Z\left(T^{*}\right)$ and by the commutators $\left(x_{\gamma}^{*}(u), x_{-\gamma}^{*}(v)\right)$, $\gamma$ degenerate.

We use the isomorphism $Z_{R_{L}}\left(T^{*}\right) \times{ }_{\gamma}{ }^{\text {degenerate }}{ }^{g_{\gamma}^{*}} \rightarrow R_{u}$ (see 11.18) and Lemma 11.8 to see that the commutators $\left(x_{\gamma}^{*}(u), x_{-\gamma}^{*}(v)\right)$ are contained in $Z_{R_{u}}\left(T^{*}\right) G_{\gamma}^{*} G_{-\gamma}^{*}$ or $Z_{R_{u}}\left(T^{*}\right) G_{-\gamma}^{*} G_{\gamma}^{*}$ (notations as in 11.5). Suppose they are not contained in $Z_{R_{u}}\left(T^{*}\right)$. Then ( $R_{u}, R_{u}$ ) contains one of the groups $G_{\gamma}^{*}, G_{-\gamma}^{*}$ (see Lemma 11.16, [1] Proposition 9.4, [3] Theorem 9.16 , of. proof of 11.5 ). But $R_{u}$ is milpotent (see [1], Corollary 10.5), whence a contradiction.

### 11.23 LEMMA (P1).

## Let $\alpha$ be a short root.

$\left(x_{\alpha}^{*}(u), x_{-p \alpha}^{*}(v)\right)=x_{p \alpha}^{*}\left( \pm v u^{2 p}\right) \tau^{\alpha}\left(v u^{p}\right)$, where $\tau^{\alpha}$ is a morphism $K \rightarrow Z\left(T^{*}\right) \cap R_{u}$

PROOF.
The map $f:(u, v) \mapsto \operatorname{Int}\left(x_{\alpha}^{*}(u)\right) x_{-p \alpha}^{*}(v)$ has its image in $R_{u}$. Applicating Lemma 11.8 as in 11.22 we see
(1) $f(u, v)=x_{-p \alpha}^{*}\left(v f_{1}\left(v u^{p}\right)\right) \tau^{\alpha}\left(v u^{p}\right) x_{p \alpha}^{*}\left(v u^{2} P_{f_{2}}\left(v u^{p}\right)\right)$, where $\tau^{\alpha}\left(V u^{P}\right) \in Z\left(T^{*}\right) \cap R_{u}$.

If $R_{u}$ is not commutative, then we replace $G^{*}$ by $G^{*} /\left(R_{u}, R_{u}\right)$.
This makes sense because of Lemma 11.22.
The action Int of $G^{*}$ on $R_{u}^{\prime}=R_{u} /\left(R_{u}, R_{u}\right)$ factors through $G$.
This yields an action $\rho$ of $G$ on $R_{u}^{\prime}$.

Now a standard argument shows
(2) $\rho\left(w_{-\alpha}(t)\right)\left(R_{u}^{\prime}\right)_{\gamma} \subset\left(R_{u}^{\prime}\right)_{\gamma-<\gamma, \alpha>\alpha}(\operatorname{see}[2], 3.3$, Remark 1).

Put $g(u, v)=\operatorname{Int}\left(x_{-\alpha}^{*}(u)\right) x_{p \alpha}^{*}(v)$. Then
(3) $g(u, v)=x_{-p \alpha}^{*}\left(u^{2} P_{v g}\left(v u^{p}\right)\right) \sigma\left(v u^{p}\right) x_{p \alpha}^{*}\left(v g_{2}\left(v u^{P}\right)\right)$, where $\sigma$ is
a morphism $K \rightarrow Z\left(T^{*}\right) \cap R_{u}(c f$. (1)).
In the same way
(4) $\operatorname{Int}\left(x_{-\alpha}^{*}(u)\right) \tau^{\alpha}(v)=x_{-p \alpha}^{*}\left(u^{\mathrm{P}}(v)\right) \tau^{\prime}(v)$, where $\tau^{\prime}$ is a morphism $K \rightarrow Z\left(T^{*}\right) \cap R_{u}$.
Substituting $u=0$ one sees $\tau^{\prime}=t^{\alpha}$. We get modulo $\left(R_{u}, R_{u}\right)$ :
$\rho\left(w_{-\alpha}(t)\right) x_{-p \alpha}^{*}(u)=\operatorname{Int}\left(x_{-\alpha}^{*}(t) x_{\alpha}^{*}\left(-t^{-1}\right) x_{-\alpha}^{*}(t)\right) x_{-p \alpha}^{*}(u)=x_{p \alpha}^{*}(I(t, u)) r$, where $I(t, u)=u t^{-2} P_{f_{2}}\left(-t^{-p} p_{u} g_{2}\left(u t^{-p_{f}}\left(-t^{-p} u\right)\right), r\right.$ corresponds to other weights then $p \alpha$.

From (2) it follows that $u \mapsto p\left(w_{-\alpha}(t)\right) x_{-p \alpha}^{*}(u)$ is an invertible homomorphism $K \rightarrow\left(R_{u}^{\prime}\right)_{p \alpha}$ (see 11.6). So 1 is linear in $u$ and $f_{2}(x) g_{2}\left(-x f_{2}(x)\right)$ is a non-zero constant ( $x=-t^{-P_{u}}$ ). Then $f_{2}$ is a non-zero constant and $g_{2}$ is a non-zero constant. Similarly $f_{1}$ and $g_{1}$ are constant. Their values are obtained by differentiating f and g with respect to v .
11.24 LEMMA (P1).

Let $G$ be of type $G_{2}, P=2$.
If $\delta$ is degenerate, $\zeta$ is a root, then $c_{2,2, \delta, \zeta}=0$.
PROOF.
We use the same notations for the roots as in 10.15 .
$\operatorname{Int}\left(x_{\beta-\alpha}^{*}(t)\right) x_{2 \alpha}^{*}(u)=\operatorname{Int}\left(\left(x_{\beta}^{*}(t), x_{-\alpha}^{*}(1)\right)\right) x_{2 \alpha}^{*}(u)$. Write the right hand side as a product and reorder it, using Lemma 11.23 (see 11.20). The result has no component in $G_{-2 \gamma}^{*}$. So $c_{2,2,+2 \alpha, \beta-\alpha}=0$. Other cases are of the same type.
11.25 We finish the proof of Theorem 11.21.

From Lemma 11.24 it follows that we can handle $G_{2}$ in the same way as we handled other cases. Note that the same would be true in the case $B_{3}, P=2$, if we could prove $c_{2,2},-\varepsilon_{1}-\varepsilon_{2}, \varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}$ to be zero.
11.26 Let $R_{u}$ be commutative. Then the action Int of $G^{*}$ on $R_{u}$ factors through $G$.

NOTATION.
The resulting action of $G$ on $R_{u}$ is denoted Int.

There is also the action $\hat{A} d$ of $G$ on $\underline{S}_{U}$, satisfying $A d_{G^{*}}(x)=$ $\hat{A} d(\phi x)$ for $x \in G^{*}$. The derivative of $y \mapsto \hat{I n t}(\phi x)(y)$ is $\hat{A} d(\phi x)$.
11.27 THEOREM. (cf. 11.1, (P2)).

Let $R_{u}$ be commutative. Then there is a $G^{*}$-equivariant separable k-homomorphism $\tau$ from $\underline{E}_{u}$ onto $R_{u}$. Its finite kernel spans a $G^{*}$-invariant subspace of dimension $\leqslant 1$.

PROOF.
We define $\tau$ in the following way.
(1) The restriction of $\tau$ to ${ }_{\gamma}{ }^{\Sigma}$ degenerate $\mathrm{g}_{\gamma}^{*}$ is equal to the restriction of $\theta$ (see Proposition 11.12). If there is a short root choose one, say $\alpha$. Define $z^{\alpha}$ by the relation
(2) $\hat{A} d\left(x_{\alpha}(t)\right) Z_{-p \alpha}^{*}=Z_{-p \alpha}^{*}+t^{p_{Z}^{\alpha}} \pm t^{2} P_{Z_{p \alpha}^{*}}^{*}$.

Then put
(3) $\tau\left(u Z^{\alpha}\right)=\tau^{\alpha}(u)$ (see Lemma 11.23).

If $G$ is of type $F_{4}$, choose a short root $\beta$, such that the angle
between $\alpha$ and $\beta$ is $\frac{2 \pi}{3}$.
Then we put
(4) $\tau\left(u Z^{\beta}\right)=\tau^{\beta}(u)$, where $Z^{\beta}$, $\tau^{\beta}$ are the analogues of $Z^{\alpha}, \tau^{\alpha}$. From (1), (2), (3), (4) we get a consistent definition of the homomorphism $\tau$ (see Corollary 3.14 and Proposition 5.2). It is obvious that $\tau$ is a $k$-homomorphism from $\underline{r}_{u}$ into $R_{u}$. Next we show that $\tau$ is $G^{*}$-equivariant. Equivalently, we show that $\tau$ is G-equivariant. As generators of $G$ we take the $x_{\delta}(t)$ with $\delta$ long together with $x_{\alpha}(t), x_{\beta}(t)$ (if existent) with $\alpha, \beta$ as above. First consider $\hat{I n t}\left(x_{\delta}(t)\right)$. Its action on $Z\left(T^{*}\right) \cap R_{u}$ is trivial because of Lemma 11.8 (cf. 11.21 proof of (1)). If $\gamma$ is degenerate, then Int $\left(x_{\delta}(t)\right) x_{\gamma}(u)$ can usually be determined from Proposition 11.18, Lemma 11.24. We claim that the only exception is type $B_{3}$, $p=2$. To prove the claim, let $\Sigma$ not be of type $B_{3}$ or $G_{2}$ or let $p \neq 2$. Let pi + pjr be degenerate ( $i>0, j>0$ ). Then $(\gamma, \gamma)=(p i \delta+\operatorname{pj} \gamma, p i \delta+p j \gamma)=p(\delta, \delta)$ (see the classification of degenerate sums in section 2). So $p(\delta, \delta)=2 p^{2} i j(\gamma, \delta)+p^{2} i^{2}(\delta, \delta)+p^{2} j^{2}(\gamma, \gamma)=$ $p(\delta, \delta)\left\{p i j<\gamma, \delta>+p i^{2}+p^{2} j^{2}\right\}$ which is nonsense.

So we may assume that $G$ is of type $B_{3}$ and that
$\gamma=\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}, \delta=-\varepsilon_{2}-\varepsilon_{3}, i=j=1$. Then
$\hat{\operatorname{Int}}\left(\mathrm{x}_{-\varepsilon_{1}}(\mathrm{t})\right) \hat{\operatorname{Int}}\left(\mathrm{x}_{-\varepsilon_{2}-\varepsilon_{3}}(u)\right) \mathrm{x}_{\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}}(\mathrm{v})=$
$x_{\varepsilon_{1}}^{*}+\varepsilon_{2}+\varepsilon_{3}(v) x_{-\varepsilon_{1}}^{*}+\varepsilon_{2}+\varepsilon_{3}\left(t^{2} v\right) x_{2 \varepsilon_{1}}^{*}\left(c_{2,2, \gamma, \delta} u^{2} v^{2}\right) x$
$\tau^{-\varepsilon_{1}}\left(c_{2,2, \gamma, \delta} t^{2} u^{2} v^{2}\right) x_{-2 \varepsilon_{1}}^{*}\left(c_{2,2, \gamma, \delta} t^{4} u^{2} v^{2}\right) x_{\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}}\left(u^{2} v\right) \times$
$x_{-\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}}^{*}\left(t^{2} u^{2} v\right)$.
But
$x_{-\varepsilon_{1}}(t) x_{-\varepsilon_{2}}-\varepsilon_{3}(u)=x_{-\varepsilon_{2}}-\varepsilon_{3}(u) x_{-\varepsilon_{1}}(t)$ and
$\left.\left.\hat{\operatorname{Int}\left(x_{-\varepsilon_{2}}-\varepsilon_{3}\right.}(u)\right) \hat{\operatorname{Int}\left(x_{-\varepsilon_{1}}\right.}(t)\right) x_{\varepsilon_{1}}^{*}+\varepsilon_{2}+\varepsilon_{2}(v)=$
some expression that lacks the component with weight zero (use that $R_{u}$ is commutative). So $\tau^{-\varepsilon}{ }^{1}\left(c_{2,2, \gamma, \delta} t^{2} u^{2} v^{2}\right)=1$. But $\tau^{-\varepsilon} 1$ is non-trivial (take derivatives), so $c_{2,2, \gamma, \delta}=0$. So far about the action of $x_{\delta}(t)$.
Next consider the action of $x_{\alpha}(t)$. It is seen from
$\hat{\operatorname{Int}}\left(x_{\alpha}(t+u)\right) x_{-p \alpha}^{*}(v)=\hat{I}_{n t}\left(x_{\alpha}(t)\right) \hat{I}_{n t}\left(x_{\alpha}(u)\right) x_{-p \alpha}^{*}(v)$ that $x_{\alpha}(t)$ acts in the right way on $\tau^{\alpha}\left(u^{p} v\right)$. In the same way it follows (if $\beta$ exists) from $\left(\hat{\operatorname{Int}}\left(x_{\beta}(t)\right), \hat{\operatorname{Int}}\left(x_{\alpha}(u)\right)\right) x_{-2 \beta}^{*}(v)=\hat{I}_{n t}\left(x_{\alpha+\beta}(t u)\right) x_{-2 \beta}^{*}(v)$ that $x_{\alpha}(u)$ acts in the right way on $\tau^{\beta}\left(t^{P_{v}}\right)$. The action of $x_{\alpha}(u)$ on $x_{ \pm p \alpha}^{*}(v)$ poses no problem. We claim that $\operatorname{Int}\left(x_{\alpha}(u)\right) x_{\gamma}^{*}(v)$ can be determined from $\hat{A} d$ if $\gamma$ is a degenerate sum distinct from $\pm p \alpha$. So we claim that no $c_{p i, p j, ~}, \gamma$ occurs (see Proposition 11.18 (ii)). Suppose it did. Then there are $i>0, j>0$ such that pia + pjr is degenerate. This doesn't occur in type $B_{3}$. If $\Sigma$ is not of type $B_{3}$, then $(p i \alpha+p j \gamma, p i \alpha+p j \gamma)=(\gamma, \gamma)=p^{2}(\alpha, \alpha)($ see 2.9 (iii), Lemma 2.11). It follows that $i^{2}+i j<\gamma, \alpha>+p^{2} j^{2}=1$, while $|<\gamma, \alpha>|<\mathrm{p}<\alpha, \alpha>=2 \mathrm{p}$. And $<\gamma, \alpha>\in \mathrm{p} \mathbb{Z}$, so $1=i^{2}+i j<\gamma, \alpha>+p^{2} j^{2} \geqslant i^{2}-p i j+p^{2} j^{2} \geqslant p i j \geqslant p$. This is a contradiction.

Summing up, we have seen that $\mathrm{x}_{\delta}(\mathrm{t}), \mathrm{x}_{\alpha}(\mathrm{t})$ act in the right way. For reasons of symmetry $x_{\beta}(t)$ does too. It follows that $\tau$ is G-equivariant. Separability follows from the fact that $\operatorname{Im}(d \tau)$ contains generators of $\underline{r}_{u}$ (see Proposition 5.2). The kernel of $\tau$ is a zero-dimensional algebraic group, fixed by $G$. The Theorem then follows from Proposition 5.2.
11.28 In case $B_{3}$ the proof uses the fact that $Z\left(T^{*}\right) \cap R_{u}$ is nontrivial, in order to get rid of $c_{2}, 2,-\varepsilon_{1}-\varepsilon_{2}, \varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}$. So we can't apply the same proof to $G^{*} /\left(R_{u}, R_{u}\right)$ in the case
that $R_{u}$ is not commutative. Accounting for that, we get as a corollary to the proof:
11.29 COROLLARY (cf. 11.1, (P2)).

Let $\phi: H \rightarrow G$ be given as in 11.1 , such that (P1) holds (see 11.1). Let $R_{u}(H)$ be commutative. If $p=2$ and $G$ is of type $B_{3}$ assume that one of the two orbits of degenerate sums doesn't occur in the weights of $h$. Then there is an H-equivariant $k$-homomorphism $\tau: \underline{r}_{u} \rightarrow R_{u}(H)$ satisfying $d \tau=\mu(\underline{\text { see }}($ P1 $)$ for $\mu)$. 11.30 THEOREM.

Let $H$ be a connected (linear) algebraic group with perfect Lie algebra (i.e. $\underline{h}=[\underline{h}, \underline{h}]$ ). Assume that $p \neq 2$ or that $H$ has no quotient of type $B_{3}$. Let the Lie algebra $\underline{r}$ of $R_{u}(H)$ be central in H. Then there is an H-equivariant separable homomorphism $\tau$ from an $H$-module $M$ onto $R_{u}(H)$. If $H$ is defined over $k$ and $H$ has a k-split maximal torus, then $\tau$ may be taken to be defined over $k$.

REMARK.
We may assume that ker $\tau$ consists of invariants, because otherwise Ker $\tau$ contains an H-submodule of M (apply [3], Theorem 9.16 to the semi-direct product ( $\mathrm{M}, \mathrm{H}$ ) ) .

PROOF.
Put $G=H / R_{u}(H)$. (So $G$ is not necessarily the same as above). Then $g$ is perfect, because $\underline{h}$ is perfect. So $G$ is semi-simple (see [1], 14.2) and $g$ is isomorphic to the Lie algebra of the simply connected group $G_{1}$ that covers $G$ (see proof of Lemma 7.1). Then $g=\underset{i}{\oplus} g_{i}$ where $g_{i}$ denotes the Lie algebra of an almost

of Lie algebras $\mu: g^{*} \rightarrow \underline{h}$ induced by $\rho: \underline{h} \rightarrow g$. From the central trick it follows that $\mu$ is $H$-equivariant. We may assume that $H$ is defined over $k$ and that $H$ contains a $k-s p l i t$ maximal torus $T^{*}$. (Otherwise change $k$.) Let $G_{i}$ be a factor of $G$. For simplicity of notations we assume $G_{i}$ to be isomorphic to the corresponding subgroup of $G$. We identify $G_{i}$ with that subgroup.
Let $\phi: H \rightarrow G$ be the canonical homomorphism. The torus $\phi\left(T^{*}\right)=T$ is isomorphic to $T^{*}$ (ker $\phi$ is unipotent and $\phi$ is separable). The subtorus $T_{i}=T \cap G_{i}$ corresponds to a subtorus $T_{i}^{*}$ of $T^{*}$ such that $\phi\left(T_{i}^{*}\right)=T_{i}$. We may assume that $T_{i}$ is a maximal torus in $G_{i}$ (see [1], proof of Theorem 14.10 (3)). Consider the homomorphism $\phi_{i}: H \rightarrow G_{i}$ and the tori $T_{i}^{*}, T_{i}$. The situation is that of 11.1 with (P1) because $T_{i}^{*}$ (or $T_{i}$ ) acts trivially on $\mu\left(\mathrm{g}_{j}^{*}\right)$ for $i \neq j$. Hence we have morphisms $x_{\alpha, i}^{*}: K \rightarrow H$ corresponding to roots in $G_{i}$ (see Proposition 11.5, Definitions 11.6, 11.7, 11.17). Their images generate a subgroup $H_{i}$ of $H$. We claim that $H_{i}$ commutes with $H_{j}$ for $i \neq j$. This is proved as follows. $Z_{H}\left(T_{i}^{*}\right)$ contains $T_{j}^{*}$ and its Lie algebra contains $\mu\left(\mathrm{g}_{j}^{*}\right)$ (see [1], Proposition 9.4). So the $x_{\beta}^{*}, j$ have their images in $Z_{H}\left(T_{i}^{*}\right)$ (see Lemma 11.16 and [ 3 ] , Theorem 9.16). It follows from Lemma 11.16 (cf. proof of 11.21 or 11.22 ) that $x_{\beta, j}^{*}(v)$ commutes with $x_{\alpha, i}^{*}(u) .(A p p l y$ the Lemma twice).

Now we want to prove that $R_{u}(H)$ is commutative. In view of the above we may restrict ourselves to the radical of $H^{i}=H / \underset{j \neq i}{ } H_{j}$. But then the situation is just the same as in 11.21 , except that $H^{i}$ may be smaller then $G^{*}$, which causes no problem. We may apply Corollary 11.29 to see that there is a separable H-equivariant k-homomorphism $\tau$ ' from $\underset{i}{\oplus} \underset{u}{ }$, $i$ onto $R_{u}(H)$, where $r_{u}$,i is "the $\underline{r}_{\mathrm{u}}$ of $\mathrm{G}_{i}$ " (see 11.1).

## §12. Representatives in $\mathrm{G}^{*}$ of the Weyl group.

In this section we lift representatives of the Weyl group to elements of $G^{*}$ normalizing the maximal torus $T$. The main goal is to get the analogue of relation (C) from Steinbergs set of defining relations for $G$ (see [23]).
12.1. We return to the notations of 11.4 , using labels as described in 11.3.
12.2. DEFINITIONS.

For $\alpha \in \Sigma$ we put $w_{\alpha}^{*}(t)=x_{\alpha}^{*}(t) x_{-\alpha}^{*}\left(-t^{-1}\right) x_{\alpha}^{*}(t)$ and

$$
h_{\alpha}^{*}(t)=w_{\alpha}^{*}(t)\left(w_{\alpha}^{*}(1)\right)^{-1} \quad\left(t \in k^{x}\right)
$$

(see 2.1).
The group generated by the elements $X_{+\alpha}^{*}$ (u) is denoted $G *$.
12.3. The image $G^{\alpha}$ of $G^{*}$ in $G$ is of type $S L_{2}$ (see [2], 3.3(2)). The Lie algebra of $G^{*} \alpha$ has only weights $n \alpha(n \in \mathbb{Z})$, because $G^{*}{ }^{\alpha}$ centralizes $\operatorname{ker}\left(\alpha: T^{*} \rightarrow K\right)$. First let $\alpha$ be long. Then $Z\left(T^{*}\right) \cap R_{u}$ commutes with the elements $x_{ \pm \alpha}^{*}$ (u) (see 11.21 proof of (1)), so $\mathrm{G}^{*}{ }^{\alpha} \rightarrow \mathrm{G}^{\alpha}$ is a central extension (cf. proof of $11.5(i)$ ). We can apply ([1], 10.9) and Theorem 9.6 to see that there is an inverse homomorphism s. From the central trick for groups it follows that $s\left(x_{\alpha}(u)\right)=x_{\alpha}^{*}(u)$ (see proof of 9.6 and use the central extension $\left.T^{*} \cdot G^{* \alpha} \rightarrow T \cdot G^{\alpha}\right)$. Let $h \in T^{*}$ such that $\phi(h) \in G^{\alpha}$. Then $h^{-1}$. $S(\phi(h)$ ) is unipotent and commutes with $h$ (consider the same extension). So it is the unipotent part of $s(\phi(h))$ which is zero. Hence $h_{\alpha}^{*}(t)=s\left(\phi\left(h_{\alpha}^{*}(t)\right)\right)=s(\phi(h))=h$ for some $h \in T^{*}$.
12.4. PROPOSTION (P3).

Let $\alpha$ be a long root.
(i) $h_{\alpha}^{*}(t) \in T^{*}$,
(ii) $\mathrm{w}_{\alpha}^{*}(\mathrm{t})$ normalizes $\mathrm{T}^{*}$,
(iii) The group $\mathrm{G}^{* \alpha}$ is isomorphic to $\mathrm{SL}_{2}$.

PROOF.
Part (i) and (iii) have been proved above. Part (ii) is easy because $\left(h, w_{\alpha}^{*}(t)\right)=h_{\alpha}^{*}\left(h^{\alpha} t\right) h_{\alpha}^{*}(t)^{-1}$ for $h \in T^{*}$.
12.5 PROPOSITION. (P3)

Let $\alpha$ be a short root. For each value (in $k$ ) of the norming
constant $c_{\alpha}$ there is a value of $c_{-\alpha}$ (in $k$ ) such that
(i) $h_{\alpha}^{*}(t) \in T^{*}$,
(ii) $\mathrm{w}_{\alpha}^{*}(\mathrm{t})$ normalizes $\mathrm{T}^{*}$,
(iii) Int $\left(w_{\alpha}^{*}(t)\right) x_{-\alpha}^{*}\left(-t^{-1}\right)=x_{\alpha}^{*}(t)$.

REMARK. Property (P3) is sufficient, but we need not exclude type $B_{3}$. PROOF.

If (ii) holds, then the usual argument shows that
Int $\left(w_{\alpha}^{*}(t)\right) x_{\beta}^{*}(u) \in G_{\beta-<\beta, \alpha>\alpha}^{*}$ for long roots $\beta$ (see [2], (3.3) Remark 1). We want to use the reverse of this implication. Hence we first consider Int $\left(w_{\alpha}^{*}(t)\right) x_{\beta}^{*}(u)$. Evaluating this expression by "reordering the product" (see 11.20) one has to check whether all factors cancel out whose weights are not $\beta-\langle\beta, \alpha\rangle \alpha$. For those factors which are linear in $u$ the cancellation follows from the corresponding fact in the Lie algebra, where $w_{\alpha}^{*}(t)$ acts in the same way as $w_{\alpha}(t)$. For the factors corresponding to roots it follows from the corresponding fact in $G$. So we look at the case that $\pm i \alpha+j \beta$ is degenerate, $i>0, j>1$. Checking the 2 dimensional root systems and using Proposition 2.12 it is seen that there are two possibilities
(a) $\pm \alpha, \beta$ are simple roots in type $G_{2}$.
(b) $\pm \alpha, \beta$ are simple roots in a subsystem of type $B_{2}$. In case (a) we argue as follows.

Fix $c_{\alpha}$. If one changes $c_{-\alpha}$ by an amount $d$, then $w_{\alpha}^{*}(t)$ is multiplied on the left by $x_{p \alpha}^{*}\left( \pm d t^{p}\right) \tau^{\alpha}(d) x_{-p \alpha}^{*}\left(d t^{-p}\right)$
(see Lemma 11.23). Hence we can choose $c_{-\alpha}$ in such a way that Int $\left(w_{\alpha}^{*}(t)\right) x_{\beta}^{*}(u)=x_{\beta+3 \alpha}^{*}(\ldots) x_{p}^{*}(\beta+\alpha)$ (...), without a component $x_{p(\beta \pm 2 \alpha)}^{*}(\ldots)$. Say
Int $\left(w_{\alpha}^{*}(t)\right) x_{\beta}^{*}(u)=x_{\beta+3 \alpha}^{*}\left(t^{3} u\right) x_{p(\beta+\alpha)}^{*}\left(F_{1} t^{P} u^{P}\right)$, where $F_{1} \in K$.
Say furthermore
$\operatorname{Int}\left(w_{\alpha}^{*}(t)\right) x_{-\beta}^{*}\left(-u^{-1}\right)=x_{-\beta-3 \alpha}^{*}\left( \pm t^{-3} u^{-1}\right) x_{p(-\beta-\alpha)}^{*}\left(F_{2} t^{-p_{u}}{ }^{-p}\right)$

$$
x_{p(-\beta-2 \alpha)}^{*}\left(F_{3} t^{-2 p_{u}-p}\right)
$$

Then
(1) Int $\left.\left(w_{\alpha}^{*}(t)\right) w_{\beta}^{*}(u)=x_{p}^{*}(\beta+\alpha)\left(2 F_{1} t^{P}{ }^{P}\right)^{P} x_{p \alpha}^{*} \pm_{3} \mathrm{~F}_{3} t^{P}\right)$

$$
x_{p(-\beta-\alpha)}^{*}\left(F_{2} t^{-p_{u}-p}\right) x_{p(-\beta-2 \alpha)}^{*}\left(F_{3} t^{-2 p_{u}}-p\right) w_{\beta+3 \alpha}^{*}\left( \pm t^{3} u\right)
$$

(see [22], Lemma 19).
Now let both sides of (1) act on $x_{\beta+3 \alpha}^{*}\left(t^{3} u\right) x_{p(\beta+\alpha)}^{*}\left(F_{1} t^{P_{u}}{ }^{p}\right)$.
That gives
$x_{-\beta-3 \alpha}^{*}\left( \pm t^{-3} u^{-1}\right) x_{p(-\beta-\alpha)}^{*}\left(F_{2} t^{-p_{u}}-p_{p}\right) x_{p(-\beta-2 \alpha)}^{*}\left(F_{3} t^{-2 p_{u}-p}\right)=$ $x_{-\beta-3 \alpha}^{*}\left(-t^{-3} u^{-1}\right) x_{p(\beta+\alpha)}^{*}\left(F_{1} t^{p} u^{p}\right) x_{p(-\beta-2 \alpha)}^{*}\left(F_{3} t^{-2} p_{u}-p\right)$.

It follows that
(2) $F_{1}=F_{2}=0$.

Put $z=w_{\alpha}^{*}(t) w_{\alpha}^{*}(-t)$. If $p=3$ then $z=1$. If $p=2$ then
$z \in Z\left(T^{*}\right) \cap R_{u}$. Anyway
(3) Int $\left(w_{\alpha}^{*}(t)\right) x_{\beta+3 \alpha}^{*}\left(-t^{3} u\right)=$

$$
\text { Int }\left(z w_{\alpha}^{*}(-t)^{-1}\right) x_{\beta+3 \alpha}^{*}\left(-t^{3} u\right)=x_{\beta}^{*}(u) \text { because } F_{1}=0
$$

Now let both sides of (1) act on $x_{\beta}^{*}(u)$. One gets
$x_{2 \beta+3 \alpha}^{*}\left( \pm t^{3} u^{2}\right)=x_{2 \beta+3 \alpha}^{*} \pm^{\left(+t^{3} u\right)} x_{p(\beta+\alpha)}^{*}\left( \pm F_{3} t^{P} u^{p}\right)$, whence
(4) $\quad F_{3}=0$.

We see from (2), (4) that Int $\left(w_{\alpha}^{*}(t)\right) \operatorname{maps} h_{\beta}^{*}(u)$ to $h_{B+3 \alpha}^{*}\left( \pm t^{3} u\right)$. (The signs that are involved can be calculated in $G$, where the corresponding relation holds. See [22], Lemma 20). From (3) it is seen that we have the same situation with $\beta$ replaced by $\beta+3 \alpha$. Hence $w_{\alpha}^{*}(t)$ normalizes the torus that is generated by the elements $h_{\beta}^{*}(u), h_{\beta+3 \alpha}^{*}(u)$. But that is $T^{*}$, so we are done for (ii) in case (a). In case (b) we skip the proof of (2), note that $w_{\alpha}^{*}(t)$ normalizes ker ( $\alpha: T^{*} \rightarrow K$ ) and obtain the same result. So we have proved (ii).

Next we prove (i). Consider $\left(h_{\beta}^{*}(t), w_{\alpha}^{*}(1)\right)$ where $\beta$ is a long root with $\langle\alpha, \beta\rangle=1$. This commutator is an element of $T^{*}$ and is also equal to
$w_{\alpha}^{*}(t) w_{\alpha}^{*}(1)^{-1}=h_{\alpha}^{*}(t)$.
Finally we prove (iii).
As Int $\left(w_{\alpha}^{*}(t)\right) x_{-\alpha}^{*}(u) \in \theta\left(g_{\alpha}^{*}+g_{p \alpha}^{*}\right)$ (see [2], (3,3)Remark 1) while
$\operatorname{Int}\left(w_{\alpha}(t)\right) x_{-\alpha}\left(-t^{-1}\right)=x_{\alpha}(t)$, we have $\operatorname{Int}\left(w_{\alpha}^{*}(t)\right) x_{-\alpha}^{*}\left(-t^{-1}\right)=$ $=x_{\alpha}^{*}(t) x_{p \alpha}^{*}\left(A t^{P}\right), A \in K$. So $W_{-\alpha}^{*}\left(-t^{-1}\right)=\left(x_{\alpha}^{*}(t)\right)^{-1} W_{\alpha}^{*}(t) x_{-\alpha}^{*}\left(-t^{-1}\right)=$ $\left(x_{\alpha}^{*}(t)\right)^{-1} x_{\alpha}^{*}(t) x_{p \alpha}^{*}\left(A t^{P}\right) w_{\alpha}^{*}(t)=x_{p \alpha}^{*}\left(A t^{P}\right) w_{\alpha}^{*}(t)$. or (5) $\quad w_{-\alpha}^{*}\left(-t^{-1}\right)=x_{p \alpha}^{*}\left(A t^{p}\right) w_{\alpha}^{*}(t)$.

Now take a long root $\beta$ such that $\langle\alpha, \beta\rangle=-1$ and put $\gamma=\beta-\langle\beta, \alpha\rangle \alpha$.
One has $\operatorname{Int}\left(w_{\alpha}^{*}(t)\right) x_{\beta}^{*}(u)=x_{\gamma}^{*}(\ldots)=$
$\operatorname{Int}\left(\left(x_{\alpha}^{*}(t)\right)^{-1}\right) x_{\gamma}^{*}(\ldots)=\operatorname{Int}\left(x_{-\alpha}^{*}\left(-t^{-1}\right) x_{\alpha}^{*}(t)\right) x_{B}^{*}(u)=$
$=\operatorname{Int}\left(w_{-\alpha}^{*}\left(-t^{-1}\right)\right) x_{\beta}^{*}(u)$.
So $\operatorname{Int}\left(w_{-\alpha}^{*}\left(-t^{-1}\right)\right) x_{\beta}^{*}(u)=x_{\gamma}^{*}(\ldots)$, and hence the present value of $c_{\alpha}$ is just the value that makes that $W_{-\alpha}^{*}\left(-t^{-1}\right)$ normalizes $T^{*}$ (see Proof of (i) and note that we are in case (a) or (b)). Then we see from (5) that $x_{p \alpha}^{*}\left(A t^{P}\right)$ normalizes $T^{*}$. So $X_{p \alpha}^{*}\left(A t^{p}\right)=1$.
12.6. In 12.5 we have seen how for every choice of $c_{\alpha}$ there is a natural choice for $c_{-\alpha}$. There still remains much freedom of choice, which we shall use to get nice actions of the $w_{\beta}^{*}(t)$ on the $x_{\alpha}^{*}(u)(\alpha$ short, $\beta$ long).

PROPOSITION. (P3).
Let $R_{u}$ be commutative. There is a choice for the values (in $k$ )

## of the norming constants, such that

(i) For each short root $\alpha$ the three statements of 12.5 hold.
(ii) For each long root $\beta$ and each nonzero weight $\gamma$ of $g^{*}$ one has $\operatorname{Int}\left(w_{\beta}^{*}(t)\right) x_{\gamma}^{*}(u)=x_{\gamma-\langle\gamma, \beta\rangle \beta}^{*}\left( \pm t^{-\langle\gamma, \beta\rangle} u\right)$.
(iii) If $G$ is of type $F_{4}$ then $c_{2,2, \alpha_{3}, \alpha_{4}}=0$.

PROOF.
The relation in (ii) is satisfied if $\alpha=\gamma-\langle\gamma, \beta\rangle \beta$ is not a short root (use that $\operatorname{Int}\left(W_{\beta}^{*}(t)\right) G_{\gamma}^{*}\left(G_{\alpha}^{*}\right)$. If $\alpha$ is short, then $\gamma$ is also a short root and $\operatorname{Int}\left(w_{\beta}^{*}(t)\right) x_{\gamma}^{*}(u)=x_{\alpha}^{*}\left( \pm t^{-\langle\gamma, \beta\rangle}{ }_{u}\right) x_{p \alpha}^{*}\left(C_{\gamma, \alpha} t^{-p\langle\gamma, \beta\rangle} u^{p}\right)$, where $C_{\gamma, \alpha} \in K$ (of. proof of 12.5). The value of $C_{\gamma, \alpha}$ depends on $c_{\alpha}$ and $c_{\gamma}$. Fixing $c_{\alpha}$ (or $c_{\gamma}$ ) a suitable choice of the other one kills $C_{\gamma, \alpha}$. We want to kill all $C_{\alpha, \gamma}$ simultaneously.
a) First consider case $B_{1} . \operatorname{Fix} c_{\varepsilon_{1}}$ and choose $c_{\varepsilon_{i}}$ such that $C_{\varepsilon_{1}}, \varepsilon_{i}=0$. Choose $c_{-\varepsilon_{i}}$ as indicated in 12.5 . We have to prove that this is compatible wi.th the requirements $C_{ \pm \varepsilon_{i}}, \pm \varepsilon_{j}=0(i \neq j)$. First we note that it follows from $w_{\beta}^{*}(t)^{-1}=w_{\beta}^{*}(-t)(\beta$ long) that $C_{\varepsilon_{i}, \varepsilon_{1}}=C_{\varepsilon_{1}}, \varepsilon_{i}=0$. Next it follows from the action of $w_{\varepsilon_{1}}^{*}-\varepsilon_{j}(t)$ that $C_{\varepsilon_{1}}, \varepsilon_{i}={ }^{C} \varepsilon_{1}, \varepsilon_{j}=0$ implies $C \varepsilon_{j}, \varepsilon_{i}=0$. The remainder then follows from the action of the elements $w_{\varepsilon_{i}}^{*}(t)$ (see Proposition 12.5, (ii), (iii)).
b) Next consider case $F_{4}$. The subgroup $W_{1}$ of $W$ generated by reflections with respect to long roots has three orbits of degenerate sums.
(Compare with the three orbits of degenerate sums in type $D_{4}$. See 2.8). Each of these orbits can be handled like case $\mathrm{B}_{1}$. In case $B_{1}$ we started with fixing $c_{\varepsilon_{1}}$. Now we start with fixing ${ }^{c} \alpha_{3},{ }^{c} \alpha_{4},{ }^{c} \alpha_{\alpha_{3}+\alpha_{4}}$ in such a way that (iii) holds. This can be done because $\alpha_{3}, \alpha_{4}, \alpha_{3}+\alpha_{4}$ lie in distinct orbits of $W_{1}$. c) Einally consider case $G_{2}$. We use the same notations for the roots as in 10.15. Fix $c_{\alpha}$ and choose $c_{\beta}, c_{\gamma}$ such that $c_{\alpha, \beta}=$ $=c_{\alpha, \gamma}=0$. Then it follows from the action of $w_{\alpha-\beta}^{*}(t)$ that $C_{\beta, \gamma}=0$. As in case $B_{I}$ we see that $C_{\beta, \alpha}=C_{\gamma, \alpha}=C_{\gamma, \beta}=0$. After choosing $c_{-\alpha}, c_{-\beta}, c_{-\gamma}$ as in 12.5 we know that both $w_{\alpha}^{*}(t)$ and Int $\left(w_{\alpha-\beta}^{*}(u)\right) w_{\beta}^{*}(t)$ normalize $T^{*}$. Comparing these two elements it is easy to see that $C_{-\alpha,-\beta}=0$ (use that in $G$ the relation Int $\left(w_{\alpha-\beta}(u)\right) w_{\beta}(t)=w_{\alpha}( \pm t u)$ holds $)$.

REMARKS.

1) In Proposition 12.6 the norming constant $c_{\alpha}$ may be prescribed for the short simple roots $\alpha$. Then all other norming constants are fixed (see the proof of 12.6).
2) If $G$ is of type $B_{3}, p=2$, and $c_{2,2},-\varepsilon_{1}-\varepsilon_{2}, \varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3} \neq 0$ then $\operatorname{Int}\left(w_{\varepsilon_{1}}^{*}+\varepsilon_{2}(t)\right) x_{\varepsilon_{3}}^{*}(u) \neq x_{\varepsilon_{3}}^{*}(u)$.
§13. The Theorem of generators and relations and its consequences.
In this section we shall give a description of $\mathrm{G}^{*}$ in terms of generators and relations, assuming that the radical is commutative. As a result we shall get a uniqueness theorem.
13.1. Let $R_{u}$ be commutative. Then we norm the homomorphism $\tau: \underline{r}_{u} \rightarrow R_{u}$ (see Theorem 11.27) such that $\tau\left(u Z_{\gamma}^{*}\right)=x_{\gamma}^{*}(u)$ for $\gamma$ degenerate. NOTATION. The kernel of $\tau$ is denoted $Q$. This is a finite group (see Theorem 11.27).
13.2. THEOREM. (Generators and relations).

Let $R_{L}$ be commutative and nontrivial (cf. 11.4).
(i) G* has generators $x_{\alpha}^{*}(t), \alpha \in \Sigma$ on $\alpha$ degenerate and $t \in K$, with defining relations:
(A) If a is not a short root, then
$x_{\alpha}^{*}(u) x_{\alpha}^{*}(v)=x_{\alpha}^{*}(u+v)$.
If $\alpha$ is a shont root, then
$x_{\alpha}^{*}(u) x_{\alpha}^{*}(v)=x_{\alpha}^{*}(u+v) x_{p \alpha}^{*}\left(\varepsilon_{\alpha} f(u, v)\right)$, where $\varepsilon_{\alpha}= \pm 1$ and $f$ is a Witt-cocycle (see 11.15).
(B) If $\alpha, \beta \in \Sigma, \alpha+\beta \neq 0$, then
$\left(x_{\alpha}^{*}(t), x_{\beta}^{*}(u)\right)=\prod_{i>0, j>0}^{\pi} x_{i \alpha+j \beta}^{*}\left(c_{i j \alpha \beta} u^{i} v^{j}\right)$,
where the product is taken in some order and $c_{i j \alpha \beta} \in k$.
(C) $h_{\alpha}^{*}(t u)=h_{\alpha}^{*}(t) h_{\alpha}^{*}(u)$ for $\alpha \in \Sigma, t, u \in K^{x}$.

Here $h_{\alpha}^{*}(t)=x_{\alpha}^{*}(t) x_{-\alpha}^{*}\left(-t^{-1}\right) x_{\alpha}^{*}(t) x_{\alpha}^{*}(1)^{-1} x_{-\alpha}^{*}(-1)^{-1} x_{\alpha}^{*}(1)^{-1}$.
(D) There is a map $\tau^{\prime}: \underline{\underline{r}}_{u} \rightarrow G^{*}$ satisfying
(D1) I' is a homomorphism of abstract groups,
(D2) $\tau^{\prime}\left(u 2_{\gamma}^{*}\right)=x_{\gamma}^{*}(u)$ for $\gamma$ degenerate, $u \in K$.
(D3) Int $\left(x_{\alpha}^{*}(t)\right) \tau^{\prime}(X)=\tau^{\prime}\left(\hat{\operatorname{Ad}}\left(x_{\alpha}(t)\right) X\right)$ for $\alpha \in \Sigma, X \in \underline{\underline{r}}_{u}, t \in K$.
(D4) $\tau^{\prime}(Q)=1$.
(ii) Given the order of the products in (B) the values of
the constants $\varepsilon_{\alpha}, c_{i j \alpha \beta}$ only depend on $G$ and on the choice of the elements $X_{\alpha}^{*}, Z_{\gamma}^{*}$ in $g^{*}$ (see Theorem 3.5).
(iii) If relation (D4) is omitted, then the result is an
abstract group that contains $\tau(Q)$ as a finite central subgroup.

REMARKS.

1) In order to get relations in terms of the generators $x_{\alpha}^{*}(t)$
one has to express the elements $\tau^{\prime}(X)(X \in{\underset{-}{r}}$ ) explicitly in terms of those generators. This can be done with (D1), (D2), (D3), because the elements $Z_{\gamma}^{*}$ generate $\underline{E}_{u}$ as a G-module. 2) The generators $x_{\alpha}^{*}(t)$ have been chosen as in Proposition 12.6 in order to fix the constants $c_{i j \alpha \beta}$. Part (ii) of the Theorem should be understood correspondingly.

PROOF.
(i) We know that these relations hold in $G^{*}$ (Choose $\tau^{\prime}=\tau$ ). We have to prove that they are defining relations. So let $H$ be the abstract group defined by them. Then $\tau^{\prime}\left(\underline{r}_{u}\right)$ is a normal subgroup of $H$ (see (D1), (D3)), so we can form $H / \tau^{\prime}(\underline{r})$. It is easily seen that $H / \tau^{\prime}\left(\underline{r}_{u}\right)$ satisfies Steinbergs defining relations for $G$ (see [23] and recall that $G$ is simply connected by Lemma 7.1). We choose a set theoretical section $s$ of $H \rightarrow G$, with $s(1)=1$. Every element of $H$ can be written in the form $\tau^{\prime}(X) s(x), X \in I_{u}, x \in G$. If this element is projeoted onto $1 \in G^{*}$, then $x=1, \tau(X)=1$ in $G^{*}$, and hence $X \in Q$. But then $\tau^{\prime}(X)=1$ in $H$ too (see (D4). We see that $H \rightarrow G^{*}$ is bijective.
(ii) We already know that the constants $c_{i j \alpha \beta}$ don't depend on $G^{*}$ if they are not of the form $c_{p i, p j, \alpha, \beta}$. The constants $\varepsilon_{\alpha}$ are obtained from Proposition 11.15 (iii) (cf. Proposition 6.2). So we have only to consider the constants $c_{p i}, p j, \alpha, \beta$. It easily follows from 2.8 and from Proposition 2.12 that there are essentially four possibilities (cf. proof of 12.5).
a) $\alpha, \beta$ are simple roots in $G_{2}$ and $\alpha$ is the short one.
b) $\alpha, \beta$ are short roots in $G_{2}$, making an angle $2 \pi / 3$.
c) $\alpha, \beta$ are simple roots in a subsystem of type $B_{2}$ and $\alpha$ is the short one.
d) $\alpha, \beta$ are short roots in $F_{4}$, making an angle $2 \pi / 3$.

In case a) the constant $c_{p p \beta \alpha}=0$, as can be seen from the relation $\operatorname{Int}\left(w_{-\beta}^{*}(t)\right) x_{\alpha}^{*}(u)=x_{\alpha+\beta}^{*}\left( \pm t^{-1} u\right)$. Then $c_{p, p, \beta+3 \alpha,-\alpha}$ is also zero, of course. Now $c_{2 p, p, \alpha, \beta}$ can be determined from the relation $\operatorname{Int}\left(w_{-\alpha}^{*}(t)\right) x_{\beta}^{*}(u)=x_{\beta+3 \alpha}^{*}\left( \pm t^{-3} u\right)$. (Its value depends on the order. Use $(x, y)=(y, x)^{-1}$.)

Once we know the values of $c_{p, 2 p, \beta, \alpha}$ and $c_{p, 2 p, \beta+3 \alpha,-\alpha}$ we can determine $c_{p, p,-\alpha, \beta+2 \alpha}$ from the same relation. This will do in case a) and b).

In case c) we argue as in case a) and see that $c_{p p \beta \alpha}=0$. Finally consider case d). One of the constants of this type is known to be zero: $c_{2,2}, \alpha_{3}, \alpha_{4}=0($ see 12.6$)$. It is seen from the relation $\left(x_{\gamma}^{*}(t), x_{\delta}^{*}(u)\right)^{-1}=\left(x_{\delta}^{*}(u), x_{\gamma}^{*}(t)\right)\left(\gamma=\alpha_{3}, \delta=\alpha_{4}\right)$ that $c_{2,2, \delta, \gamma}=1$. The constant $c_{2,2,-\delta, \gamma+\delta}$ can be determined from the relation

Int ( $\left.w_{-\delta}^{*}(t)\right) x_{\gamma}^{*}(u)=x_{\gamma+\delta}^{*}(t u) x_{2 \gamma+2 \delta}^{*}(\ldots)$.
In the same way all $c_{2,2, \alpha, \beta}$ can be found with $\alpha, \beta$ lying in the plane through $\gamma, \delta$. We now need the following Lemma:
13.3. LEMMA.

Let $\Sigma$ be of type $F_{4}$. The subgroup $W_{1}$ of $W$ generated by reflections with respect to long roots acts transitively on the planes spanned by pairs of short roots, making an angle $2 \pi / 3$.

PROOF.
Let $S$ be the set of such planes. There are three orbits of short roots under the action of $W_{1}$ (see proof of 12.6 ). It is seen from the explicit form of these orbits that
(1) If $\alpha, \alpha^{\prime}$ are short roots in the same orbit, then $\alpha= \pm \alpha^{\prime}$
or $\left(\alpha, \alpha^{\prime}\right)=0$.
If $V \in S$ then $V$ contains a representative of each of the three orbits. Let $V^{\prime} \in S$. We have to prove that there is $w \in W_{1}$ with $W_{V}=V^{\prime}$. We may assume that $V \cap V^{\prime}$ contains a root $\alpha$. Let $\beta \in V$, $\beta^{\prime} \in V^{\prime}$ be short roots with
(2) $\langle\alpha, \beta\rangle=\left\langle\alpha, \beta^{\prime}\right\rangle=-1$.

If $\beta, \beta^{\prime}$ ly in distinct orbits, then we replace $\beta$ by $-\alpha-\beta$, which lies in the same orbit as $\beta^{\prime}$ (use (1)). If $\beta= \pm \beta^{\prime}$ then $V=V^{\prime}$ and we are done. So we may assume $\left(\beta, \beta^{\prime}\right)=0$ (see (1)). Then $\beta-\beta^{\prime}$ is a long root and we use the reflection with respect to $\beta-\beta^{\prime}$. It follows from (2) that $\left(\beta-\beta^{\prime}, \alpha\right)=0$, and we see that $V^{\prime}$ is transported to $V$.
13.4. PROOF CONTINUED. From the Lemma it follows that all $c_{2,2, \alpha, \beta}$ in case $d$ can be derived from those in the plane through $\alpha_{3}, \alpha_{4}$ by means of the actions Int ( $\left.w_{\zeta}^{*}(t)\right)$ with $\zeta$ long. This finishes the proof of (ii). Part (iii) is an easy consequence of the fact that $Q$ is fixed by $G$.
13.5. COROLLARY.

Let $\phi: G^{*} \rightarrow G$ and $Q$ be as above with commutative radical $R_{u}$ ( $\underline{\text { see }} 13.1,11.4$ ). Let $0 \rightarrow \underline{r}_{u} \xrightarrow{\tau_{1}} G_{1}^{*} \xrightarrow{\phi_{1}} G \rightarrow 1$ be the extension from Theorem 10.1. Then there is a separable $k$-homomorphism $\times$ from $G_{1}^{*}$ onto $G^{*}$ such that
(i) The kernel of $X$ is $\tau_{1}(Q)$,
(ii) $\phi \circ X=\phi_{1}$.

REMARK. We don't claim that X is unique.

PROOF.
From the Theorem it follows that there is a homomorphism $\chi$ of abstract groups, sending $x_{\alpha 1}^{*}(u)$ to $x_{\alpha}^{*}(u)$, where $x_{\alpha 1}^{*}(u)$ is the a analogue of $x_{\alpha}^{*}(u)$. One argues as in the end of the proof of theorem 9.6 to see that $X$ is a morphism. On the open cell $X$ is defined over $k$, so $\chi$ is defined over $k$ (see [19], Lemma 1).
13.6. NOTATION. If $H$ is an algebraic group, then Aut(H) denotes the abstract group of automorphisms (in the sense of algebraic groups ) of $H$.
13.7. COROLLARY.

Let $\phi: G^{*} \rightarrow G$ be given as in 13.5.
(i) The natural homomorphism Aut(G*) $\rightarrow$ Aut(G) is surjective.
(ii) Aut (G*) can be given the structure of an algebraic group with $\operatorname{dim}\left(\operatorname{Aut}\left(G^{*}\right)\right)=\operatorname{dim} G^{*}$.

PROOF.
(i) Let $\psi: G \rightarrow G$ be an automorphism. We have to show that there is $X: G^{*} \simeq G^{*}$ with $\phi 0 X=\psi 0 \phi$. If $\psi$ is inner then it is easy. So we assume $\psi$ to be a graph automorphism (see [22], p. 157). We have $\psi\left(x_{\alpha}(t)\right)=x_{\alpha \alpha}\left(\varepsilon_{\alpha}^{\prime} t\right)$, where $\sigma$ is the permutation of $\Sigma$ corresponding to $\psi$ and $\varepsilon_{\alpha}^{\prime}= \pm 1$. As we only consider automorphisms of algebraic groups we only have to do with the case that $\sigma$ preserves root lengths. If $Q=0$ then it is easy to see that $x_{\alpha}^{*}(t) \rightarrow x_{\sigma \alpha}^{*}\left(\varepsilon_{\alpha}^{\prime} t\right)$ preserves relations (A), (B), (C), (D). If $Q \neq 0$ then $\Sigma$ is of type $B_{1}$ or $G_{2}$ (see 11.27, 5.2). But then $\sigma$ is trivial. It is seen as in the proof of 13.5 that $x_{\alpha}^{*}(t) \mapsto x_{\alpha \alpha}^{*}\left(\varepsilon_{\alpha}^{\prime} t\right)$ defines an automorphism of algebraic groups.
(ii) First assume $Q=0$.

Put $N=\operatorname{ker}\left(\operatorname{Aut}\left(G^{*}\right)\right) \rightarrow \operatorname{Aut}(G)$. If $\chi \in N$, then $X$ can be written in the form $x_{1}{ }^{\circ} x_{2}$, where $x_{1}=\operatorname{Int}(x)$ for some $x \in R_{u}$, $x_{2}\left(T^{*}\right)=T^{*}$ (use that maximal tori are conjugate in $T^{*}$. $R_{u}$ ). Say $x=x_{2}$. Then $T^{*}$ is fixed by $x$, because $x \in N$. So $x\left(x_{\alpha}^{*}(t)\right)=$ $=x_{\alpha}^{\prime}(t)$, where $x_{\alpha}^{\prime}(t)$ is obtained by replacing the norming constants $c_{\alpha}$ by constants $c_{\alpha}^{\prime}$ (use Lemma 11.16 ). As the $x_{\alpha}^{\prime}(t)$ satisfy relations (A), (B), (C), (D) the values of the $c_{\alpha}^{\prime}$ are determined by the values for $\alpha$ short and simple (see 12.6, Remark 1).

We claim that these values can be obtained from an inner automorphism in the group $\left.{ }^{\prime} C, G\right)^{\prime}$ that is discussed in section 10 (cf.10.21). Proof of the claim: Put $H=N_{(C, G)} G^{*} / Z_{(C, G)} G^{*}(c f .10 .21)$. Then $H$ acts on $G^{*}$ in a natural way and $G^{*}$ also acts on $H$. The unipotent radical of $H$ can be viewed as a $G^{*}$-module $M$, with $\operatorname{dim} \geqslant \operatorname{dim} \sum_{u}$ (use 10.22 and the structure of ${ }^{\prime} C, 1^{\prime}$ as a $G^{*}$-module). The homomorphism of abstract groups $H \rightarrow$ Aut ( $G^{*}$ ) maps $M$ into $N$. There is a natural homomorphism $\rho: \underline{x}_{u} \rightarrow M$. For each $x \in M$ there is $X \in \underline{r}_{u}$ such that $x_{\rho}(X)$ fixes $T^{*}$. It easily follows that $\operatorname{dim} M_{0} \geqslant \operatorname{dim}\left(\underline{r}_{4}\right)_{0}{ }^{\text {. }}$ But $\operatorname{dim}\left(\underline{r}_{u}\right)_{0}$ is equal to the number of short simple roots (see Proposition 5.2), whence the claim. (Use that $c_{\alpha}^{\prime}-c_{\alpha}$ depends Inearly on $m \in M_{0}$ ). It also follows that $\operatorname{dim} M_{0}=$ $=\operatorname{dim}\left(\underline{r}_{u}\right)_{0}$, so $\operatorname{dim} H=\operatorname{dim} G^{*}$. Summing up we conclude that $N$ is contained in the image of $H$, and that dim $H=$ dim $G^{*}$. It is easy to see now that $H$ is isomorphic (as an abstract group) to the inverse image in $A u t\left(G^{*}\right)$ of the normal subgroup Int (G) of Aut(G). The finite subgroup $F$ of graph automorphisms in Aut (G) (that satisfy $\varepsilon_{\alpha}^{\prime}=\varepsilon_{-\alpha}^{\prime}=1$ for $\alpha$ simple) can be lifted to Aut (G*) (see proof of (i)). We see that Aut(G*) is isomorphic as an abstract group to the semi-direct product of $H$ and $F$ (see [1], (1.11)). If $F \neq 1$ then $Z\left(G^{*}\right)=1$, so $H \cong G^{*}$.

Hence Aut( $G^{*}$ ) can be given the structure of an algebraic group with $\operatorname{dim}\left(A u t\left(G^{*}\right)\right)=\operatorname{dim} H=\operatorname{dim} G^{*}$.

If $Q$ is nonzero then we see from the proof of (i) that $\tau_{1}$ ( $Q$ ) is fixed by any element of Aut $\left(G_{1}^{*}\right)$, where $G_{1}, \tau_{1}$ are as in Corollary 13.5 (use that $\left(C, 1\right.$ ' commutes with $\tau_{1}(Q)$ ). So Aut $\left(G^{*}\right) \cong \operatorname{Aut}\left(G_{1}^{*}\right)$.
13.8. THEOREM. (Uniqueness).

Let $\phi: G^{*} \rightarrow G, \phi^{\prime}: G^{*} \rightarrow G$ be two solutions of $d \phi=\pi$ with commutative radicals (see 7.2). Let $Q, Q^{\prime}$ be corresponding subgroups of $r_{u}$ (see 13.1). Then the following statements are equivalent (i) $\quad Q=Q^{\prime}$.
(ii) $G^{*}$ is isomorphic to $G^{* 1}$.
(iii) There is an isomorphism $X: G^{*} \rightarrow G^{* '}$ such that $\phi^{\prime} 0 X=\phi$.

PROOF.
(ii) follows from (iii).
(iii) follows from (i) by Corollary 13.5 (note that a separable surjective homomorphism is a quotient morphism in the sense of [1], Ch. II, § 6). We still have to prove that (i) follows from (ii). The isomorphism $X: G^{*} \rightarrow G^{* \prime}$ induces an isomorphism $\rho: G \rightarrow G$ with $\phi^{\prime} \quad \mathrm{X}=\rho 0 \phi$ (use that $\phi, \phi$ " both "divide out" the radicals). From Corollary 13.7 (i) it follows that we may assume $\rho$ to be the identity. Then we change $x$ by an inner automorphism $\operatorname{Int}(x), x \in R_{u}$, such that $X\left(T^{*}\right)=T^{* \prime}$. The homomorphisms $\tau^{\prime}: \underline{r}_{u} \rightarrow G^{* \prime}$ and $X \quad \tau: \underline{r}_{u} \rightarrow G^{* \prime}$ then coincide, because $d x=i d: g^{*} \rightarrow g^{*}$ (use the universal property of $\left.\pi: g^{*} \rightarrow g\right)$. So $Q=\operatorname{ker} \tau=\operatorname{ker}(X \quad 0 \quad \tau)=\operatorname{ker} \tau^{\prime}=Q^{\prime}$.
13.9. THEOREM.
(i) Let $\phi: H \rightarrow G$ be given as in 11.1 such that (P2) holds
(see 11.1). Assume that $G$ is simply connected. Let $0 \rightarrow \underline{E}_{u} \xrightarrow{T_{1}} G_{1}^{*} \xrightarrow{\phi_{1}} G \rightarrow 1$ be the extension from Theorem 10.1. Then there is a $k$-homomorphism $\times$ from $G_{1}^{*}$ into $H$ such that $\phi_{0} X=\phi_{1}$.
(ii) Let $G$ be a semi-simple algebraic group with perfect

Lie algebra (cf. proof of 11.30). If $p=2$ assume that $G$ has no factor of type $B_{3}$. Then there is a connected linear algebraic group $G_{1}^{*}$ and a homomorphism $\phi_{1}: G_{1}^{*} \rightarrow G$ such that:
(a) $\phi_{1}$ is an infinitesimally central extension and $g_{1}^{*}=\left[\mathrm{g}_{1}^{*}, \mathrm{~g}_{1}^{*}\right]$.
(b) If $H$ is a connected Iinear algebraic group with $h=[h, h]$ and $\phi: H \rightarrow G$ is an infinitesimally central extension, then there is a surjective separable homomorphism $X: G_{1}^{*} \rightarrow H$ such that $\phi \quad \chi \quad=\phi_{1}$. If $X^{\prime}: G_{1}^{*} \rightarrow H$ also satisfies $\phi 0 X^{\prime}=\phi_{1}$ then there is an automorphism $\xi$ of $G_{1}^{*}$ such that $\chi=X^{\prime} 0 \xi$. (c) $d \phi_{1}$ is a universal central extension.

PROOF.
(i) As $\tau$ is H-equivariant, $\tau\left(\underline{m}_{u}\right)$ is a normal subgroup. Put $H^{\prime}=H / \tau\left(\underline{I}_{u}\right)$ and let $\phi^{\prime}: H^{\prime} \rightarrow G$ be the homomorphism induced by $\phi$. Then $\phi^{\prime}$ satisfies (P2) in a trivial way and hence Steinbergs relations (A), (B) hold in $H^{\prime}$ (see section 11). It follows from ([23], Théoreme 3.3) that relation (C) is satisfied for arguments that are algebraic over the prime field. Then relation (C) holds for all arguments for reasons of continuity. It follows (of. proof of Corollary 13.5 ) that $\phi$ ' splits, i.e. thexe is a homomorphism $\psi: G \rightarrow H^{\prime}$ such that $\phi^{\prime} \quad 0 \psi=$ id (use that $G$ is simply connected). We may replace $H$ by the inverse image of $\psi(G)$ in $H$. Then $\phi: H \rightarrow G$ is still of the type described in 11.1 and ( P 3 ) holds (of. 11.4; use Lemma 11.16 for separability). If follows from Lemma 11.2 that dф is a central extension. Hence there is a homomorphism of Lie
algebras $\rho: \underline{g}^{*} \rightarrow \underline{h}$ such that $d \phi \quad \rho=\pi$. From the central trick it follows that $\rho$ is H-equivariant, where $H$ acts on $g^{*}$ by Ad $\hat{A} \phi$. It is seen from the structure of $\underline{r}_{u}$ as a $G$-module (H-module) that $(d \tau)\left(\underline{r}_{u}\right)$ is the direct sum of $\rho\left(\underline{r}_{u}\right)$ and an $H$-submodule $c$. So $\underline{h}$ is the direct sum of $\rho\left(g^{*}\right)$ and $\underline{c}$. The action of $H$ on $\underline{h}$ factors over $G$ (see Lemma 11.2). Now we use
13.10. LEMMA.

Let $\phi: H \rightarrow G$ be given as in 11.1, such that (P3) holds. Then $H$ has generators and relations like those in Theorem 13.2, with constants $\varepsilon_{\alpha}, C_{i j \alpha \beta}$ that only depend on $G$, the action of $G$ on $h$ and the choice of the elements $X_{\alpha}^{*}, Z_{\gamma}^{*}$ in $h$ (defined as indicated in 11.3).

REMARK. The group $Q(=$ ker $t)$ corresponding to $H$ is not necessarily finite.

The proof of the Lemma is the same as that of Theorem 13.2.
13.11. We continue the proof of Theorem 13.9, (i). Consider the semi-direct product of $c$ and $G_{1}^{*} / \tau_{1}($ ker $\rho)$, where $G_{1}^{*}$ is as in the Theorem. This is a group $S$ with the same Lie algebra as $H$ and with the same action of $G$ on that Lie algebra. Then it follows from Lemma 13.10 (cf. Corollary 13.5) that there is a homomorphism $\chi^{\prime}: S \rightarrow H$ such that its composition $X$ with the natural homomorphism $G_{1}^{*} \rightarrow S$ satisfies $\phi 0 X=\phi_{1}$ (k-rationality follows as in 13.5).
(ii) As $g$ is perfect, the simply connected covering $G^{S C} \rightarrow G$ is separable (see proof of Lemma 7.1). Each almost simple factor $G_{i}^{S C}$ of $G^{S C}$ has an extension $\phi_{i}$ as in Theorem 10.1. The direct pro-
duct of these extensions is an extension $\phi^{s C}: G_{1}^{*} \rightarrow G^{\text {sC }}$ such that $d \phi^{S C}$ is a universal central extension. We get an extension $\phi_{1}: G_{1}^{*} \rightarrow G$ from it, such that $d \phi_{1}$ is a universal central extension (use that $G \xrightarrow{S C} \xrightarrow{\psi}$ is separable). Now assume $\phi: H \rightarrow G$ is given such that $d \phi$ is a central extension and such that $h$ is perfect. Let $G_{i}$ be an almost simple factor of $G, T^{*}$ a maximal torus in $H$ and $T_{i}^{*}$ a subtorus of $T^{*}$ such that $\phi\left(T_{i}^{*}\right)$ is a maximal torus $T_{i}$ in $G_{i}$ (cf. proof of Theorem 11.30). There is a surjective homomorphism of Lie algebras $\rho: g_{1}^{*} \rightarrow \underline{h}$ such that $d \phi \quad \rho=d \phi_{1}$ (see Proposition 1.3, (v)). It is H-equivariant (use the central trick). Consider the composite homomorphism $H \rightarrow G \rightarrow G_{i}$ and the tori $T_{i}^{*}, T_{i}$. The situation is that of 11.1 with (P1) (Cf. proof of Theorem 11.30). If $G_{i}$ is not simply connected then it follows as in the proof of (i) that there is a homomorphism $X_{i}$ from $G_{i}^{S C}$ into $H$, such that $\phi 0 X_{i}=\psi_{i}$. If $G_{i}$ is simply connected, then it follows from Theorem 11.30, Corollary 11.29, Renark 2 in 11.1, that (P2) holds. So we can apply (i). The result is a homomorphism $\chi: G_{1}^{*} \rightarrow H$ such that $\phi_{0} X=\phi_{1}$ (use Lemma 7.1). Then $d x=\rho$, because $d \phi 0 d x=d \phi_{1}$. So $X$ is surjective and separable, which proves the existence of $X$ in (b). Now suppose $X^{\prime}: G_{1}^{*} \rightarrow H$ also satisfies $\phi 0 X^{\prime}=\phi_{1}$. Let $T_{1}^{*}$ denote a maximal torus of $G_{1}^{*}$ such that $x\left(T_{1}^{*}\right)=T^{*}$. We may change $X^{\prime}$ by an automorphism $\operatorname{Int}(x), x \in R_{u}\left(G_{1}^{*}\right)$, such that $X^{\prime}\left(T_{1}^{*}\right)=T^{*}$. We have morphisms $x_{\alpha, i}^{*}: K \rightarrow G_{1}^{*}$ as in the proof of Theorem 11.30. As $H \rightarrow G_{i}$ satisifes (P1) (see above), we may apply Lemma 11.16 to see that $x, X^{\prime}$ coincide on $x_{\alpha, i}^{*}(t)$ if $\alpha$ is a long root with respect to $G_{i}$. Furthermore we can "change the norming constants" by an automorphism $\xi$ such that $\chi$ ' $0 \xi$ and $X$ also coincide on $x_{\alpha, i}^{*}(t)$ for $\alpha$ short and simple (see proof of 13.7). Then $X^{\prime} 0 \xi=X$ because they coincide on generators (cf. 12.6,

Remark 1). Parts (a), (c) follow from the construction above.
13.12. We return to the notations of 11.4 .

COROLLARY.
Let $M$ be an indecomposable nonzero quotient of the G-module $\underline{r}_{u}$. Then $\operatorname{dim}_{k} H_{k}^{2}(G, M)=1$.

PROOF.
By Theorem 13.9 (i) an extension of $G$ by $M$ is either isomorphic to a quotient of the extension from Theorem 10.1 or it splits.

So there is only one nontrivial 2-cocycle, up to scalar multiples.
13.13. PROPOSITION.

Let $M$ be a $G$-module in which all nonzero weights are degenerate sums. Let $\bar{f} \in H^{2}(G, M)$. Then there is a homomorphism of $G$-modules $\rho: \underline{r}_{u} \rightarrow M$ such that $\overline{\mathrm{f}}$ is in the image of $H^{2}(\rho): H^{2}\left(\underline{r}_{u}\right) \rightarrow H^{2}(M)$. PROOF. Consider the extension $\phi: H \rightarrow G$, corresponding to $\bar{f}$. The weights of $M$ lie in $p \Gamma$ but the roots do not, so the differential of the action of $G$ on $M$ is trivial (Use [2], Lemma 5.2). So $d \phi$ is a central extension and there is a homomorphism of Lie algebras $\rho: \mathrm{g}^{*} \rightarrow \underline{h}$ such that $\mathrm{d} \phi \quad \rho=\pi$. We claim that the restriction of $p$ to $r_{u}$ satisfies the requirements. It is sufficient to prove that the image of $\overline{\mathrm{F}}$ in $\mathrm{H}^{2}\left(\mathrm{M} / \rho\left(\underline{\underline{r}}_{\mathbf{u}}\right)\right)$ is zero, because the case of $H^{2}\left(\rho\left(\underline{r}_{u}\right)\right)$ is discussed in Theorem 13.9 (i) (use Lemma 11.16 to prove linearity of the restriction of $x$ to $\underline{r}_{u}$ in 13.9 (i)). So we may assume that d $\phi$ splits (replace $M$ by $M / \rho\left(\underline{r}_{u}\right)$ ). In this case we prove that $\bar{f}$ is trivial by induction on the number of irreducible factors of $M$. If $M$ is irreducible then the result follows from Theorem 13.9 (i) or Theorem 9.6 (see Proposition 5.2 and classify $M$ by its highest weight). If $0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$ is an exact sequence
of $G$-modules, $L \neq 0$, then $H^{2}(L) \rightarrow H^{2}(M) \rightarrow H^{2}(N)$ is exact, and the image of $\overline{\mathrm{f}}$ in $\mathrm{H}^{2}(N)$ is zero by induction hypothesis. So $\overline{\mathrm{f}}$ is the image of some $\bar{g} \in H^{2}(L)$, which is zero by the same reason. (A subextension of a splitting central extension splits by the central trick).
13.14. THEOREM.

Let $\mathcal{G}$ be a simply connected almost simple subgroup of $G$. Assume there is a long root $\alpha$ (with respect to $G, T$ ) such that $X_{\alpha} \in \tilde{g}$, $h_{\alpha}(t) \in \mathcal{G}$ for $t \in K^{\times}$. Assume furthermore that $\widetilde{T}=\widetilde{G} \cap T$ is a maximal torus in $\tilde{G}$.
Let $\tilde{\tilde{G}}$ be perfect and let $0 \rightarrow \underline{\underline{n}}_{u} \rightarrow G^{*} \xrightarrow{\phi} G \rightarrow 1$, $0 \rightarrow \tilde{\underline{r}}_{u} \rightarrow \tilde{G}^{*} \xrightarrow{\tilde{\Phi}} \tilde{G} \rightarrow 1$ be the extensions from Theorem 10.1 . Then there is a homomorphism $\psi: \tilde{G}^{*} \rightarrow G^{*}$ such that $\phi 0 \psi=\tilde{\phi}$. REMARK. Again we don't claim that $\psi$ is unique.

PROOF.
There is a dual pairing $X(T) \times X_{*}(T) \rightarrow \mathbb{Z}$, where $X(T)$ is the character group of $T$ and $X_{*}(T)$ is the group of one parameter subgroups of $T($ see $[1],(8.6)$ ). Note that $X(T)$ is just $T$. We denote the pairing <,>, as in loc. cit. There are natural maps $X(T) \rightarrow X(\tilde{T})$ and $X_{*}(\tilde{T}) \rightarrow X_{*}(T)$. Let $V$ be the real vector space in which $\Sigma, r$ are imbedded. There is a natural choice for the inner product (,) on $V$ and on its dual $V$ ', up to scalar factors. This choice is characterized by the fact that (,) is invariant under $W$ (see [4], Ch. VI, § $1, \mathrm{n}^{\circ} 1.2$, Proposition 7). We choose (,) in the following way:
For $\lambda, \mu \in X_{*}(T)$, we put
$(\lambda, \mu)=\underset{\gamma \text { weight of } g}{\Sigma}\langle\gamma, \lambda\rangle\langle\gamma, \mu\rangle$, extend this to $V^{\prime}$, and identify
$V$ with $V^{\prime}$ by means of this inner product. Then we restrict (,) to the subspace $\hat{V}$, spanned by $X_{*}(\tilde{T})$, which we view as a subset of $X_{*}(T)$ (cf. [14], §2). We get an inner product that is invariant under the Weyl group $\hat{W}$ of $\mathcal{G}$ (use that $\underline{g}$ is a $\hat{G}$-module). Then we identify $X(\tilde{T})=\tilde{\Gamma}$ with a subset of $\hat{V}$, by means of the inmer product. The result is that we have embeddings of $X_{*}(T)$, $X_{*}(\tilde{T}), X(T), X(\tilde{T})$ into a real vector space $V$ with inner product (,). In $V$ the map $X(T) \rightarrow X(\tilde{T})$ corresponds to the orthogonal projection of $V$ on the subspace $\hat{V}$ (or $\tilde{V}^{\prime}$ ). The long root $\alpha \in \Sigma$ is its own projection because $t \mapsto h_{\alpha}(t)$ is in $\tilde{V}$. If $\gamma$ is a degenerate sum in $\Gamma$, then its projection on $\hat{V}$ is an element $\tilde{\gamma}$ of p ${ }^{\tilde{P}}$ with $(\tilde{\gamma}, \tilde{\gamma}) \leqslant(\gamma, \gamma) \leqslant p(\alpha, \alpha)$ (see Proposition 2.12). If $\tilde{\gamma} \in \tilde{\Gamma}_{0}$, then $\tilde{\gamma}$ is either zero or degenerate by Proposition 2.12 . Consider the inverse image $H$ of $\mathcal{G}$ in $G^{*}$. It is an extension of $\mathcal{G}$ by $\underline{r}_{u}$, where the weights of $\underline{r}_{u}$ are zero, degenerate or not contained in $\tilde{\Gamma}_{0}$. Write $\underline{f}_{u}=M \oplus N$ where $M$ is spanned by the weight components of weights in $\tilde{\Gamma}_{0}$ (of. 10.14, Remark). We claim that $H^{2}(G, N)=0$. Then the result follows from Proposition 13.13. So we still have to prove:
13.15. PROPOSITION.

If $N$ is a $G$-module with weights that are not in $\Gamma_{0}$, then $H^{2}(G, N)=0$.

PROOF.
Let $\phi: H \rightarrow G$ be an extension of $G$ by $N$. From Theorem 8.2 we get the existence of a $T^{*}$-equivariant cross section $s: G \rightarrow H$, where $T^{*}$ is a maximal torus in $\phi^{-1}(T)$ as usual. We have an "open cell" $\Omega^{*}=\phi^{-1}(\Omega)=N \cdot s(\Omega)$. Put $x_{\alpha}^{*}(t)=s\left(x_{\alpha}(t)\right)$ for $\alpha \in \Sigma$. We argue as in $11.15,11.18$ to see that Steinbergs relations (A), (B) hold. It follows as in the proof of Theorem 13.9 (i) that $\phi$ splits.
13.16. Examples to Theorem 13.14.

1) Let $\mathcal{G}$ be the subgroup $G_{B_{3}}$ of $G_{D_{4}}$ which we discussed in 3.11 . Then $\mathcal{G}$ contains all elements $x_{ \pm \alpha_{2}}(t), t \in K$, and hence $X_{\alpha_{2}} \in \tilde{\underline{g}}$ (here $\alpha_{2}$ is the second simple root in type $D_{4}$ ). The other conditions are also satisfied (see 3.11) so there is a homomorphism $\mathrm{G}_{\mathrm{B}_{3}}^{*} \rightarrow \mathrm{G}_{\mathrm{D}_{4}}^{*}$. Compare this result with the construction of $\mathrm{G}_{\mathrm{B}_{3}}^{*}$ in 10.12.
2) Similar examples are obtained from the "triality" in $D_{4}$ (cf. Remark 10.17) and from the graph automorphisms of $G_{D_{1}}(1>4)$. 3) The triality induces an embedding $G_{G} \rightarrow G_{D_{4}}$ that factors through the embedding from example 1 . As a result we get an embedding $G_{G_{2}} \rightarrow G_{B_{3}}$ which also satisfies the requirements. 4) Let $\mathcal{G}$ be the subgroup of $G_{F_{4}}$ generated by the elements $x_{ \pm \alpha_{3}}(t), x_{ \pm \alpha_{4}}(t), t \in K$. It is a simply connected group of type $A_{2}$, but the assumption about the long root in 13.14 is false. If $p=2$, then it is easy to see from the [p]-structures that there is no homomorphism $\psi$ as in the Theorem.
§14. The group functor $\mathrm{G}^{*}$.
In this section we discuss a group functor which has $R \mapsto \mathrm{~g}_{\mathrm{R}}^{*}$ as a Lie algebra. We omit proofs.
14.1. We will consider contravariant functors from schemes to sets, which are sheaves on the category of schemes. Giving such a sheaf is equivalent to giving a covariant functor from rings to sets which is a sheaf (see [15] I § 2 (2.3.6)). We will icientify these two sheaves.
14.2. Let $G$ be a simply connected almost simple Chevalley group scheme that is not of type $c_{I}(1 \geqslant 1)$. Its Lie algebra is perfect
and we have a universal central extension $\pi: \mathrm{g}_{\mathbb{Z}}^{*} \rightarrow \mathrm{~g}_{\mathbb{Z}}$, inducing a universal central extension $\mathrm{g}_{\mathrm{R}}^{*} \rightarrow \mathrm{~g}_{\mathrm{R}}$ for every ring R . So we have a functorial morphism, which we denote $\pi: g^{*} \rightarrow g$ (Here we drop the convention $\left.\underline{g}=g_{K}\right)$. For $p=2,3$ we have an extension $\phi: G^{*} \rightarrow G \times \operatorname{Spec}(\mathbb{Z}) \operatorname{Spec}\left(F_{p}\right)$ as in Theorem 10.1. It defines a functorial morphism of group functors on the category of (commutative) $F_{p}$-algebras. We put $G_{p}^{*}(R)=G^{*}(R / p R)$ and $G_{p}(R)=G(R / p R)$. We get group functors on the category of rings. A functorial morphism $\phi_{p}: G_{p}^{*} \rightarrow G_{p}$ is induced by $\phi$. It is in fact a morphism of group functors. We extend the functor $G^{*}$ from section 10 to a functor on the category of rings defining the extension as the limit of the projective system, given by the diagram


Equivalently, we have $G^{*}=\left(G_{2}^{*} \times{ }_{G_{2}} G^{\prime} \times{ }_{G_{3}} G_{3}^{*}\right.$. It is a group functor and it is a sheaf. There is a morphism of group functors $\phi: G^{*} \rightarrow G$. Its kernel is isomorphic to the kernel of $\pi: \mathrm{g}^{*} \rightarrow \mathrm{~g}$ and its differential $d \phi$ is isomorphic to $\pi$. Here the differential is taken in the sense of ([12], Exp. II, Prop. 3.7), where it is denoted $L(\phi)$. The tangent spaces may be supplied with a structure of Lie algebra functors by the definitions given in ([12], Exp. II). (One has to check a list of conditions). Then $d \phi$ may be identified with $\pi$ as a homomorpism of Lie algebra functors (i.e. there are suitable isomorphisms).
14.3. If ker $\phi$ is nontrivial then ker $\phi$ (or ker $\pi$ ), $\mathrm{g}^{*}$, $G^{*}$ are not representable by schemes. For suppose $\mathrm{G}^{*}$ is (representable by) a scheme. Then its tangent space $\mathrm{g}^{*}$ is an affine scheme (see [12], Exp. II, Prop. 3.3 and Exp. I, 4.6.3). This is not compatible with the fact that there is $x \in{\underset{\underline{g}}{\mathbb{Z}}}_{*}^{*}, x \neq 0$, such that its image in $\underline{g}_{\mathbb{F}_{p}}^{*}$ is zero for almost all p . In the same way we see that $\mathrm{g}^{*}$ and ker $\phi$ are no schemes. (They are their own tangent spaces).
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## List of Notations

We use mainly the same notations as in [1], [2], [4], [22].

| Ad | representation of $G$ in $g^{*}$. | 3.1 |
| :--- | :--- | ---: |
| ad | d Âd | 3.3 |
| $C,(C)$ | G-module $C$, condition ( $C$ ). | $10.3,10.4$ |
| $c_{\alpha}$ | noming constant | 11.17 |
| $c_{i j \alpha \beta}$ | constant in commutator relation | 11.18 |
| $f_{0}, \bar{f}_{0}$ | element of $L_{2}, H^{0}\left(L_{2}\right)$. | 10.3 |

G
Chevalley group from 2.1, except in 7.1,
$7.8,7.9,8,9,11.1,11.2,11.3,11.29$,
$11.30,13.9,13.10,14$. After section 4
it is assumed that if $G$ is as in 2.1 then
g is perfect (or $\Sigma \cap \mathrm{pr}=\emptyset$ ).
G* see $\phi$.
$G^{* \alpha} \quad$ subgroup generated by $x_{\alpha}^{*}(t), x_{-\alpha}^{*}(t), t \in K . \quad 12.2$
$G^{\alpha} \quad \phi\left(G^{* \alpha}\right)$.
$G_{\alpha}^{*} \quad$ subgroup with Lie algebra $g_{\alpha}^{*}$. 11.5
$G_{\alpha} \quad \phi\left(G_{\alpha}^{*}\right)$.
$G_{(\alpha, \beta)}^{*} \quad$ subgroup generated by $x_{i \alpha+j \beta}^{*}(u), i>0, \quad 11.19$
$j>0$.

| g | $g=g_{K}$ | 2.1 |
| :---: | :---: | :---: |
| $\mathrm{g}^{*}$ | see $\pi$. |  |
| $\mathrm{g}^{\prime}{ }_{\mathbf{W}}$ | $r: g_{\mathbb{Z}}^{\prime} \rightarrow g_{\underline{Z}}{ }^{*}$ | 2.14 |
| $\mathrm{H}_{\alpha}^{*}$ | generator of $\mathrm{g}^{*}$. | 3.5 |
| $\mathrm{h}_{\alpha}^{*}$ | $h_{\alpha}^{*}(t)=w_{\alpha}^{*}(t) w_{\alpha}^{*}(1)^{-1}$. | 12.2 |
| $i_{V}, i_{G}, \ldots$ | mappings into $(V, G)$. | 8.1 |
| Int | action of $G$ on $R_{u}$. | 11.26 |
| k, K | $K$ is algebraic closure of $k$. | 2.1 |


| $L_{M}, L_{M / N}$ | G-module $M \otimes_{\mathbb{Z}}{ }^{\text {K }}$, $\ldots$ | 4.1 |
| :---: | :---: | :---: |
| $\mathrm{n}_{\gamma}$ | $\max \{\mathrm{n} \mid \boldsymbol{Y} \in \mathrm{n} \Gamma\}$. | 3.5,3.7 |
| (P1) , .. | condition or label. | 11.1,11.3 |
| $\mathrm{P}_{\mathrm{G}}, \mathrm{P}_{\mathrm{V}}, \ldots$ | projections from ' $V$, $\mathrm{G}^{\prime}$. | 8.1 |
| Q | ker $\tau$. | 13.1 |
| $\underline{n}_{u}$ | $G$-module ker $\pi$ or Lie algebra of the unipotent radical $R_{u}$ of $G^{*}$. | 10,7.4 |
| T* | torus in $\mathrm{G}^{*}$ or H . | 11.1,11.4 |
| $\mathrm{w}_{\alpha}^{*}$ | $w_{\alpha}^{*}(t)=x_{\alpha}^{*}(t) x_{-\alpha}^{*}\left(-t^{-1}\right) x_{\alpha}^{*}(t)$. | 12.2 |
| $\mathrm{x}_{\alpha}^{*}$ | $x_{\alpha}^{*}(t) \in G_{\alpha}^{*}$ for $t \in K$. | 11.6,11.17 |
| $\mathrm{X}_{\alpha}^{*}$ | generator of $\mathrm{g}^{*}$. | 3.5 |
| $\mathrm{y}_{\alpha}^{*}$ | $x_{\alpha}^{*}(t)=y_{\alpha}^{*}(t) x_{p \alpha}^{*}\left(c_{\alpha} t^{p}\right)$. | 11.17 |
| $\mathrm{z}_{\gamma}^{*}$ | generator of $\mathrm{g}^{*}$. | 3.5 |
| $\mathrm{Z}\left(\mathrm{T}^{*}\right)$ | centralizer $\mathrm{Z}_{\mathrm{G}^{*}}\left(\mathrm{~T}^{*}\right)$ of $\mathrm{T}^{*}$ in $\mathrm{G}^{*}$. |  |
| $\varepsilon, \varepsilon_{1}, \varepsilon_{2}$ | exact sequences. | 9.4,10.3 |
| $\ell_{V}$ | category of modules $L_{M}, M \subset V$. | 4.1 |
| $\Gamma$ | lattice of weights. | 2.1 |
| $\Gamma_{0}$ | sublattice generated by roots. | 2.1 |
| $\varepsilon_{\alpha}$ | $\left(\mathrm{X}_{\alpha}^{*}\right)^{[\mathrm{P}]}=-\varepsilon_{\alpha} \mathrm{Z}_{\mathrm{p} \alpha}^{*}$. | 11.15 |
| $\theta$ | morphism onto $\Omega^{*}$ or restriction of this |  |
|  | morphism. | 11.12 |
| $\pi$ | $\pi: \mathrm{g}^{*} \rightarrow \mathrm{~g}$ is a u.c.e. | 1.1 |
| $\tau^{\alpha}$. | morphism into $Z\left(T^{*}\right) \cap \mathrm{R}_{\mathrm{U}}$. | 11.23 |
| ¢ | $\phi: \mathrm{G}^{*} \rightarrow \mathrm{G}$ satisfies $\mathrm{d} \phi=\pi$. | 7 |
| $\Omega^{*}$ | $\phi^{-1}(\Omega)$, where $\Omega$ is the open cell in $G$. | 2.1,11.10 |
| Subscripts: |  |  |
| $\mathrm{v}_{\gamma}, \mathrm{g}_{\gamma}, \mathrm{v}_{0}, \ldots$ | weight spaces. |  |
| $\mathrm{G}_{\mathrm{A}_{3}}, \ldots$ | $G$ of type $A_{3}, \ldots$ |  |

Brackets etc.:

| $\left\{H_{\alpha}\right\},\{x\},\{x\}_{M},\{x\}_{M / N}$ | residue classes. | $2.16,4.1$ |
| :--- | :--- | ---: |
| $\left.r_{V, G}\right)$ | semi-direct product. |  |
| $\left.r_{V, g}\right\}, \ldots$ | Lie algebra of $(V, G), \ldots$ |  |
| $J_{1} / V_{2} / V_{3}$ | generators of composition series. 4.14 |  |
| $\alpha \perp B$ | $(\alpha, \beta)=0$. |  |
| $R^{x}$ | group of invertible elements of $R$. |  |

## Index

```
admissible 4.1
central trick 1.2
centrally closed 1.1
coboundary 9.1
cochain 9.1
cocycle 9.1
\Sigma-connected 4.12
degenerate sum 2.4
equivariant 8.1
extension (of Lie algebra) 1.1
(universal) central extension 1.1
extension (of group) 8.1
k-extension 8.1
infinitesimally central extension 7.8
Hochschild group 9.1
homomorphism conventions
indecomposable 4.8
indecomposable component 4.10
Jacobi relation 1.1
Lie algebra 1.1
long root conventions
morphism conventions
norming constant 11.17
perfect 11.30
ring 1.1
short root conventions
standard lattice
4.1
Witt-cocycle
11.15
```

