Spatial structure of tidal and residual currents as observed over the shelf break in the Bay of Biscay
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Abstract

Theoretical and laboratory models show that internal-wave energy in continuously stratified fluids propagates in the vertical plane, at an angle set by the wave, buoyancy and Coriolis frequencies. Repeated Acoustic Doppler Current Profiler observations on three transects, crossing the shelf edge, now directly reveal this beam-wise propagation of internal tides in the Bay of Biscay. This confirms previous suggestions based on observations sampled more sparsely in space. The present observation is made by bin-wise harmonic analysis of horizontal currents, leading to the spatial resolution of barotropic and baroclinic semi-diurnal tidal and (time-averaged) residual flows.

The observed barotropic tide has a cross-slope mass flux that is roughly constant. Its fast along-slope phase variations can only in part be explained by the spring-neap tidal cycle. The observed baroclinic tide compares favourably to that produced by a 2D numerical model. The observations reveal details of the internal tidal beam, including its spatial amplitude distribution, presence of amphidromes and direction of phase propagation. The cross-isobath structure of the along-slope barotropic mean flow shows a localized maximum near the shelf break. Over two transects it agrees in sign and magnitude with a theoretical tidally rectified flow. The baroclinic, cross-isobath mean flow shows a strong near-bottom downwelling flow, compensated by an on-shelf-directed flow in the upper part. The along-shelf mean flow displays subsurface intensification attributed here to frictional modification of a tidally rectified flow that is bottom-trapped due to stratification.
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1. Introduction

In the oceanographic literature on internal waves in continuously stratified seas there has been an emphasis on their vertical modal structure. This approach entails two problems. Usually only a few modes are taken into account; thus a description of a narrow beam arising from a
localized source (deWitt et al., 1986), with its typical phase and energy propagation, becomes impossible. A more fundamental problem occurs when the bottom is sloping, in which case internal wave propagation cannot be described by vertical modes (despite the fact that at each location a decomposition is possible). In a beam-like description of internal waves these problems are circumvented; it reveals the quite peculiar dispersion characteristics of these waves, which distinguish them from interfacial and surface waves. Internal waves in a continuously stratified fluid propagate obliquely, under some specific angle with gravity, defined by wave frequency \( \omega \) and local buoyancy frequency \( N(z) \), and when the fluid is rotating also by the Coriolis frequency \( f \). Phase velocity is perpendicular to group velocity and they have opposing vertical components. The group velocity is in the direction in which energy propagates, and is parallel to the main axis of the alternating fluid motion. We expect the internal wave beam to be observable and test its oblique propagation on observations from the Bay of Biscay.

The peculiar dispersion characteristics of internal waves have been demonstrated lucidly in laboratory experiments (Görtler, 1943; Mowbray and Rarity, 1967; Dalziel et al., 1998; Sutherland et al., 1999, 2000). A tank in a laboratory is of course much simpler than the ocean: it is nonrotating, has uniform stratification, simple topography and no steady currents. However, we intend to show here, by again making use of relatively recent technology (i.e. a towed Acoustic Doppler Current Profiler—ADCP) that, despite these differences, one is able to recognize the beam-wise propagation of internal waves, alluded to above, also in the ocean: a ‘tank’ about a million times larger as the one for example shown in Sutherland et al. (1999, Fig. 3). Moreover, the measurements will provide us with estimates of the barotropic and tidally averaged barotropic and baroclinic fields in the vicinity of the shelf edge, which will be discussed separately.

The region of observation is a part of the Bay of Biscay, well-known for its strong internal tides. Baines (1982) estimates the northwest European shelf (taken roughly from Biscay to the Hebrides, west of Scotland) to be one of the highest contributors to the global internal tidal energy flux. Strong, localized internal tides (internal waves of tidal frequency) in the Bay of Biscay result from a combination of favourable stratification, steep topography and strong barotropic tidal currents directed cross-isobath (Cartwright et al., 1980; Baines, 1982; Le Cann, 1990). Away from the shelf edge, on the shelf and in the deep sea, these can give rise to internal solitary waves with thermocline depressions down to 50 m, especially in late summer (Pingree and Mardell, 1985). In Pingree et al. (1986) the internal tidal wave, travelling away from the shelf break in both directions, was explored with a well-designed observational program at sea. They found that the coastward travelling internal tide, if corrected for strong barotropic tidal advection, could be well explained by a so-called first mode (linear) description. Therefore, a two-layer description is adequate on the continental shelf for the phase propagation. For the oceanward travelling internal tide, a first mode did not suffice to describe the observed isotherm displacements and higher modes were needed to explain the observed spatial structure. In fact the third mode is dominant (Pingree and New, 1991).

Pingree and New (1989) found evidence for downward propagation of internal tidal energy into the ocean along characteristics. After a subsequent bottom reflection (Pingree and New, 1991), the beam forms even a second source of internal solitary waves, approximately 140 km away from the shelf edge, where it reaches the thermocline (New and Pingree, 1992; New and Da Silva, 2002). Ray and Mitchum (1997) suggest that the higher mode behaviour of the internal tide in the Bay of Biscay (and thus its beam-like nature) makes it more susceptible to changes in stratification, thus preventing the internal tide from being observed coherently at the surface with altimetry measurements. Therefore, in line with theoretical and laboratory findings (Maas and Lam, 1995; Maas et al., 1997), field observations too require a ray description of internal tides (Leont’yeva et al., 1992; Vlasenko and Morozov, 1993). Here, we present direct field observations in support of this ray or beam-like interpretation of the deep internal tide, in and near its generation area.
In laboratory experiments (e.g. Mowbray and Rarity, 1967), the forcing is simply an oscillating body. Near the shelf break the forcing is defined by vertical motion due to tidal flow over the continental slope. Also, unlike in any laboratory experiment, there is no ‘camera’ available to get the whole region into scope. Yet, by measuring with a towed ADCP one can obtain a quasi-synoptic image in a 2D (vertical) xz-plane of the barotropic and baroclinic structure of tidal and residual fields in the vicinity of the shelf edge.

In Section 2, we will discuss ADCP-sampling, the employed observational strategy. Emphasis in this study is on resolving the baroclinic tides and residual flow along and near the shelf break. Aiming to capture these, we sailed up and down a cross-slope track as fast as possible, sampling each of the three 13 km long, cross-slope tracks for some 10 times during two tidal cycles. Fitting a semi-diurnal tide to the 10 observations that we obtain for each bin in the (approximately 2D) vertical observational plane allows us to estimate tidal amplitude, phase and time-average (residual) of each current component, yielding a high spatial resolution of the barotropic and baroclinic tidal and residual fields.

In Section 3 the observed tidal data are presented, as well as some related simple theoretical and numerical models. Barotropic (depth-independent) tidal currents, Section 3.1, are discussed. We use the observed barotropic tide and stratification to evaluate the theoretical, internal-tide forcing term (as adopted in the model), which tells us how the forcing is distributed spatially. Baroclinic tides, Section 3.2, computed from this forcing, will be compared with those observed.

In Section 4 the offset of the estimated periodic motion in each bin is interpreted as the approximate stationary (residual) motion over the duration of the observation. Finding a reliable residual current is, however, more difficult than obtaining the tidal part: we are trying to extract a relatively small (time) mean from a signal that is dominated by the periodic motion, where the latter is itself complicated and subject to large errorbars. The resulting mean values might therefore be questionable, but, comparison with theoretical values match surprisingly well, and are within the right order of magnitude. Finally, in Section 5 the results are discussed and conclusions are drawn.

2. Sampling strategy

2.1. Towed ADCP measurements

Observations with a moving downward looking acoustic Doppler current profiler (ADCP), towed or ship-mounted, have been reported quite a lot in recent oceanographic literature. Spectacular improvements have been achieved in the quality of current measurements due to the use of differential global positioning systems (dGPS), on-line corrections for ship’s motion (bottom tracking) and more available computer power (memory and storage capacities) in general. Subsequent data analysis is different from standard treatment of time-series (like, e.g. that of a moored current meter): the observations are space–time series. At this stage several different approaches are available to deal with measurements at different times and positions, and, more specifically, to split off tidal variability from lower frequency variability.

First, one can adjust the observational strategy to the (possibly dominating) tidal time and length scales. As a result, ship’s tracks are repeated, so that every vertical bin of each interval of the track (horizontal bin) can be treated as a traditional mooring. In general, this delivers shorter time-series, but with a much higher spatial resolution. An impressive example of this method is given by Geyer and Signell (1990), who used a number of repeated tracks in an extensive campaign to produce maps of amplitude and phase for \( M_2 \), \( M_4 \), \( M_6 \) frequencies, as well as residual currents (eddies) for Vinyard Sound, near Cape Cod. Simpson et al. (1990) used a repeated track to estimate tidal amplitudes and phases, as well as residual throughflow in the channel between the outer Hebrides and the west coast of Scotland (the Minch). Lwiza et al. (1991) used the same strategy to resolve the spatial structure of two cross-sections of a front in the North Sea. Two cruises of a repeated track, 1 week apart, could be combined to estimate amplitudes and phases for both \( M_2 \) and \( S_2 \) frequencies. In Simpson et al.
a fixed ratio between $M_2$ and $S_2$ amplitudes was presumed to obtain a spring-neap cycle. In general, the inability to resolve motion of $M_2$ and $S_2$ frequencies is a problem in the (mostly short) time-series of the mentioned repeated tracks.

Second, the horizontal structure of the tidal velocity field can also be obtained from arbitrary ship’s tracks (Candela et al., 1992). By appealing to continuity, the vertical tide was inferred. The vertical structure in the measured (tidal) horizontal velocity field was, however, not discussed.

The data set described below is obtained by following the first strategy of repeated tracks, which allows determination of both the horizontal and vertical structure of the tidal and residual fields. The observations show that by repeating tracks several times within about two tidal cycles, sufficient information is gathered to obtain coherent information on the vertical structure of the tidal (and residual) field.

2.2. Sampling strategy in Bay of Biscay

From June 4 to June 8 1993 three transects over the shelf break in the Bay of Biscay were monitored for about 24 h each, as part of the Triple B ’93 project (van Aken, 2000). The transects 1, 2 and 3 (approximately in cross-isobath direction) had a length of about 13 km each, and were about 35 km apart along the shelf break (Fig. 1, Table 1). The ship was towing a downward looking narrowband (75 kHz; RD Instruments) ADCP, measuring the 3D current speed from 10 m below the water surface to the sea floor in ‘bins’ with thickness of 8 m. When the bottom is deeper than 800 m, the bottom could not be detected anymore, and correction for the ship’s speed then had to be based on dGPS information, thereby deteriorating the measurement of the water velocity. While sailing up and down along transects 1, 2 and 3, the tracks were repeated 10, 14 and 11 times, respectively. Deviations from the track in the along-slope direction were small: well within 250 m most of the time. Any bin thus has at least 10 measurements of each of the velocity components in it. For the present purpose—the resolution of internal tidal and tidally rectified currents—bins are taken 250 m long, and measurements have been averaged within each bin. These are subsequently used to estimate the amplitude and phase of the semi-diurnal lunar ($M_2$) tide and the time-averaged (residual) flow in that bin. The remaining 7 degrees of freedom were used to improve statistical reliability of these estimates, and together determine the level of the ‘unexplained’ variance in the remainder of the signal.

Size and duration of the experiments were chosen in order to resolve, within the limits set by available ship time, ship’s speed, etc., the tidal temporal scales near the shelf break as well as possible. But, we cannot also spatially resolve the large-scale barotropic tide in the observed quantities. From an observational point of view, it is not so easy to split barotropic and baroclinic motion in the measurements for three reasons. First, bottom friction leads to variations of the barotropic current in the vertical (Prandle, 1982; Maas and van Haren, 1987), significant especially in shallow water; second, ADCP measurements always lack reliable data from the top and bottom layers; finally, tidal advection of geostrophic fronts falsely suggest free internal tides (van Haren and Maas, 1987; Loder et al., 1992). However, for pragmatic reasons we will adopt standard practice and treat the vertical average as the barotropic, and the remainder as the baroclinic part. Note that all values with a depth deeper than 85% of the bottom depth have been disregarded in this vertical mean, because below that depth the acoustic beams of the ADCP are known to be suffering from interference with bottom reflected sidelobes.

2.3. Modelling the barotropic forcing of the baroclinic tide

The barotropic tide thus obtained will be used in the forcing term of an internal tide generation model, discussed in Section 3.2, which also needs a topography and stratification.

Small-scale structures in the topography (like canyons) lead to strong local variations in the barotropic tide. This leads to local variations in the strength of the internal-tide generating terms which is perhaps responsible for the surface
impression of radially diverging internal tides, seen on satellite (SAR) pictures (New, 1988, Fig. 3). This may also explain strong spatial variations in observations of currents (Holt and Thorpe, 1997). These 3D features can unfortunately not be captured in the present approach.

An approximate density profile for the region under study, as presented in the next section, is obtained with the CTD-casts from the simultaneous hydrographic program. e.g. (van Aken, 2000). Along each transect, eight CTD-stations were located oceanward and across the shelf.
break, as depicted in Fig. 1. We will idealize these aspects in the internal tide generation model by neglecting depth variations along the shelf, and by calculating a forcing term from an ensemble average stratification and a typical cross-isobath bathymetry.

3. Tidal currents: observations and model results

3.1. Barotropic tide

An example of the method of estimating barotropic tidal amplitudes from repeated tracks is given in Fig. 2, where we display the barotropic current velocities (open circles) as determined and approximated by depth averaging. The currents, \( u \) and \( v \), are in cross-slope (\( x \)) and along-slope (\( y \)) directions, respectively (see Table 1). For each of the transects, the most south-westward point visited was taken as the local origin of this coordinate frame. The position at \( x = 10 \) km on transect 1 shown here is passed 10 times, and the least-squares fit to \( M_2 \)-periodicity (frequency \( \omega \)) gives amplitudes of 58 and 31 cm/s for cross-slope and along-slope velocity components, respectively. The velocity components are approximately 90 degrees out of phase, with \( v \) leading \( u \), implying anticyclonic (clockwise, for \( f > 0 \)) polarized motion, and the offset supplies an estimate of the residual currents, which we will deal with later on. We obtain these figures by assuming that at each position the velocity components can be written (e.g. for the cross-slope component) as

\[
u = U_0 + U_2 \cos(\omega t + \phi_u) + u_e(t).
\]

Here \( \phi_u \), \( U_0 \) and \( U_2 \) are constants, defining tidal phase, and the residual and tidal velocity amplitudes, respectively. These are determined by a least-squares fit of this model to the data, which minimizes the error \( u_e(t) \). Here \( t = 0 \) is defined as 00:00 UTC, January 1, 1993.

A spatial overview of the observed features of the barotropic semi-diurnal tides along the three transects is given in Fig. 3. We find high cross-slope velocities, up to 80 cm/s, which are about twice as large as the along-slope velocities. The amplitudes are roughly inversely proportional with depth (see the lower panels depicting mass transports \( uh \) and \( vh \)), so the cross-isobath flux is approximately constant (to within 30%), especially for \( x > 7 \) km. Transect 1 was measured near spring tides, while transect 3, taken approximately 3.5 days later, was closer to neap tides. Because we could not resolve separate tidal constituents, like \( M_2 \) and \( S_2 \), it is hard to compare these values with values of \( M_2 \) from harmonic analysis of other observations of longer duration. Nearby, at a waterdepth of 310 m, Pérenne (1997) resolved several tidal components (\( M_2, N_2, S_2 \) and \( K_2 \)) with a bottom-moored ADCP which together lead to transports of comparable magnitude. Also the

| Table 1 |
|---|---|---|
| Transect | 1 | 2 | 3 |
| Latitude | 47.4186°N | 47.2356°N | 47.1010°N |
| Longitude | 6.5881°W | 6.1814°W | 5.7106°W |
| \( x \) (True North) | 34.2° | 32.7° | 34.7° |
| Start date | June 4 | June 6 | June 8 |
| Duration (h) | 22.7 | 27.6 | 25.7 |
| # Repeated tracks | 10 | 14 | 11 |

Positions correspond to the most southward visited point, and is defined in all following figures as \( x = 0 \).

Fig. 2. Example of a fit to the bin-wise observed velocity data in cross-slope (\( u \)) and along-slope (\( v \)) direction. In this example, time is measured in hours from the first crossing. The observations are marked with circles (o) and are fitted by a cosine and an offset (horizontal lines).
ellipticities are comparable: the cross-slope amplitudes are roughly twice as large as the along-slope amplitudes and the circulation is anti-cyclonic or clock-wise.

Phases of the velocity components (middle-left and middle-right panels of Fig. 3) are fairly constant over cross-slope distance $x$, but they differ quite a lot in magnitude: differences of about $50^\circ$ for cross-slope phase ($\phi_u$) and $70^\circ$ for along-slope phase ($\phi_v$) can be seen between subsequent transects. These differences are much too large to be explained by a monochromatic, barotropic

Fig. 3. Observed barotropic velocity and transport. Cross-slope (left) and along-slope (right) velocity amplitudes (top), phase (middle) and transport (bottom). Transect 1, 2 and 3 are depicted as indicated in the legends in the top frames. The topography used is the same as shown in Fig. 1.
3.2. Internal tide

3.2.1. Forcing

As already mentioned in Section 2, in the forcing of internal tides three elements are essential: topography, a (cross-slope) barotropic tidal flow, and stratification. In estimating the strength of the forcing, we shall assume (as is usual, see e.g. Baines, 1973) that the cross-slope barotropic tidal flux is constant in space. In reality, the amplitude of the cross-slope barotropic flux will decrease oceanward on the scale of the (barotropic) Rossby radius of deformation, as well as coastward on the scale of the shelf width (see, e.g., the discussion in Le Cann, 1990, Section 4.3); however, since both scales are large compared to the width of the shelf break region, where the main generation of internal tides takes place, the assumption of a constant flux can be considered justifiable. This is corroborated by the observations described in the previous subsection.

The forcing $F$ is thus constructed by prescribing a cross-isobath barotropic tidal flow $U_2(t,x) = Q \sin \omega t / h(x)$; here $Q$ is the amplitude of the barotropic flux, $\omega$ the tidal frequency, $h$ the local depth, and $x$ the cross-slope direction. Continuity requires that the vertical barotropic component be

$$W = zQ \sin \omega t (dh/dx)/h^2,$$

where the boundary condition $W = 0$ at $z = 0$ (upper surface, rigid lid) is satisfied. Hence the forcing term to be included in the buoyancy equation becomes

$$F = N^2 W = zN^2 Q \sin \omega t dh/h^2 dx = \tilde{F}Q \sin \omega t. \quad (3)$$

The spatially depending factor $\tilde{F}$ is depicted in Fig. 5a and depends only on topography and stratification. The latter requires the spatial distribution of potential density to be known. The complete forcing term $F$ differs slightly from the forcing term in Baines (1982), which was included in the momentum equations instead; for the end results this makes no difference.

Preceding the repeated tracks of every ADCP-transect, 8 CTD-stations were visited along the same tracks, extending further into the deep sea. Unfortunately, as is clear from Fig. 1, only a few of the CTD-stations lie on transects sampled with the towed ADCP afterwards. It is known that a banded structure, or shelf break front, exists along the 200 m isobath approximately, see e.g. Serpette and Mazé (1989) and Pingree and New (1995, their Fig. 10); with the given measurements, this structure is not adequately resolved. Moreover, the CTD-observations are snapshots of the density profile in an expectedly energetic internal tide/wave field. For example, in a nearby observation at a ‘deeper extension’ of transect 2, not shown here, over a water depth of approximately 1300 m, CTD-yoyoing revealed the presence of isothermal elevations of the order of 300 m on time-scales from 1 h to the tidal period (van Aken, pers. comm.). Ideally, each position should have been sampled for several tidal periods. Since this was not done, we have to estimate the mean density field by appropriate averaging.

All in all, the density field $\rho(x,z,t)$ is not known in much detail with the given measurements, and hence neither is the buoyancy frequency $N$. To obtain the average stratification, $N(z)$, the 24 CTD casts were ensemble averaged and subsequently smoothed in the vertical by applying a running mean over distances of 101 m (Fig. 4, left panel).
In the model below this is again approximated (smooth line), retaining the sharp seasonal thermocline and deeper permanent thermocline typically found in this area (Pingree and New, 1991). This figure also displays $-z N^2 (z)$ (dotted line), which represents the vertical dependence of the forcing term, $\mathcal{N}$.

$N(z)$ itself is much larger in the seasonal thermocline, the deeper regions (especially in and around the permanent pycnocline) can be expected to be of importance in the generation of internal tides. Furthermore, high variability in the estimate of $N(z)$ is clearly visible, despite the vertical smoothing used.

For the calculation of the horizontally varying part of the forcing (3), we used the topography observed on a transect traversed in a 1995 cruise. This transect was identical to transect 2, but extended farther coastward from the break. Fig. 4 (right panel) displays $d(1/h)/dx$. The buoyancy frequency $N$ is taken as in Fig. 4 (left panel, smooth line), which is regarded as an average stratification. The spatial part of the internal-tide forcing (multiplied by a factor $10^9$) is shown in Fig. 5a. The figure clearly shows that there are two main generation areas: one in or close to the seasonal thermocline, near the shelf break, the other at deeper positions in the permanent thermocline. Compared to Fig. 4, the seasonal thermocline has gained in relative importance thanks to its being present over shallower depths. It should be mentioned that the estimated body force given here involves some uncertainties in view of the only partly known density field as well as possible 3D-effects.

Though not as strong as in our observations, a second, deeper generation region was also found by Sherwin and Taylor (1990) further north in the...
Rockall Trough, northwest of Ireland. In Fig. 5a we find a maximum value in the forcing in the thermocline that is about 2.5 times higher than that in Sherwin and Taylor (1990) (who present $F = 0$ in their Fig. 4). This is due to a combination of a larger cross-shelf mass transport, steeper topography and possibly stronger stratification locally. In the deep generation area the forcing can be up to 10 times as big. If $N$ were constant, such as one often assumes in (semi-)analytical models (e.g. in Baines, 1982), only a single, near-bottom generation region exists. Furthermore, due to the smooth topography, the generation regions are much more blurred in Fig. 5a than in for example Baines (1982), where (due to the piecewise linear topography) point-sources occur, giving rise to singularities in the velocity field (Gerkema, 2001, Appendix A).

3.2.2. Linear model results

The observed spatial structure of amplitude and phase (to be presented in the next subsection) can be compared with the outcome of a linear, hydrostatic internal-tide generation model (including Coriolis effects), which was previously described and used in Gerkema (2002). Here along-slope uniformity is assumed (i.e. $\partial/\partial y = 0$); we can therefore introduce a stream function $\psi$ (expressing the baroclinic current speeds as $u = \psi_z$ and $w = -\psi_x$), and reduce the linear long-wave equations to

$$\psi_{zz} - f\psi_z - \rho_x = 0,$$

$$v_t + f\psi_z = 0,$$

$$\rho_t + N^2 \psi_x = N^2 W = F$$

in which $f$ is the Coriolis parameter, $v$ transverse velocity component, and $\rho$ the potential-density perturbation with respect to its local static value (multiplied by $g/\rho_0$, for convenience, where $g$ is the acceleration due to gravity, and $\rho_0$ the mean density). $F$, given by (3), represents the forcing due to the barotropic tidal flow over the topography.

Before we turn to the forced problem, it is useful (in view of the considerations put forward below) to recapitulate first some known theoretical results concerning internal-wave propagation, which follow from the unforced version ($F = 0$) of the model Eqs. (4)–(6) if we assume that $N$ is nearly constant. One finds, by assuming that all fields can be written as a constant times $\exp(i(kx + mz - \omega t))$, the dispersion relation

$$\omega^2 = N^2 \cot^2 \theta + f^2,$$

where $\tan \theta \equiv m/k = \sqrt{N^2/(\omega^2 - f^2)}$. The dispersion relation depends only on the direction of the wavevector $\vec{k} = (k, m)$, which implies that the
group-velocity vector $\vec{c}_g$ must be perpendicular to it: $\vec{k} \perp \vec{c}_g \parallel \vec{u}$ (the latter follows from the continuity equation, $\nabla \cdot \vec{u} = 0$). Hence the wave-energy propagates along lines of equal phase, being given by $\frac{dx}{dz} = \tan \theta$. Furthermore, $\vec{c}_g$, being a gradient in wavenumber–space, points (by definition) in the direction of increasing $\omega$; in this case $f < \omega \ll N$, which implies that the vertical components of $\vec{k}$ and $\vec{c}_g$ must be opposite. Hence, where phase-propagation is upward, energy propagates downward (and vice versa). In the next subsection we shall check these results against the observations.

The input values for the topography and stratification are as described in the previous subsection. Based on Fig. 3, the barotropic cross-slope flux is taken to be $Q = 100 \text{ m}^2/\text{s}$, corresponding with current speeds of about 2 cm/s in the deep ocean—being comparable to values found by Pingree and New (1991, their Table 1). Notice that the value of $Q$ is immaterial to the structure of the solution since the equations are linear.

As discussed in Gerkema (2002), the equations are solved by first transforming the $xz$-domain to a rectangular shape, which allows the application of a pseudo-spectral method in the vertical, involving here 64 Chebyshev polynomials. The boundary condition is $\psi = 0$ at bottom and surface. In the horizontal and in time centered differences are used (steps of 400 m in $x$, 360 time steps per tidal period). At the outer ends of the domain sponge layers are used to absorb the incoming waves. The fluid is initially at rest; after about 40 tidal periods the transients have left the region of interest, and the signal has become periodic in time.

The tidally averaged energy density $\langle E \rangle$, $E$ being here defined as

$$E = \frac{1}{2}(u^2 + v^2 + \rho^2/N^2),$$

is shown in Fig. 5b. Surprisingly perhaps, in its details there is no strong similarity with the forcing term (shown in Fig. 5a); in particular, the main beam emanates from the topography (shelf break) rather than from the thermocline, despite the fact that the actual forcing term is stronger in the latter. This is because the generation is most efficient on those locations where the barotropic pair of components $(U, W)$ is (literally) in line with the baroclinic tidal components $(u, w)$, the direction of which is fixed by the stratification and Coriolis parameter; see (7). This condition is satisfied precisely at critical locations at the slope, i.e. where the steepness of the beam equals that of the slope.

On the whole, one can discern three regions in Fig. 5b of internal tide activity: a clear beam directed downward into the deep ocean, a weaker beam directed on-shelf, and a relatively high-energy region near the surface at the deep side of the shelf break (near $x = 0$). This region starts in the thermocline and does not emanate as a beam from the shelf break; such a beam is predicted for piecewise linear topography (point source, see Baines, 1982; New, 1988), but is absent here because of smooth topography. As the on-shelf propagating beam and the strong near-surface currents at the deep side of the break emanate from the seasonal thermocline, one may expect that they will be absent during winter. Further numerical results confirm this (Gerkema et al. in press): during winter only the downward–oceanward beam is present. In Gerkema et al., (in press) the seasonal differences in the overall energetics of the internal tide is discussed as well.

The cross-slope baroclinic component $u$ can be written as

$$u(t, x, z) = A(x, z) \sin(\omega t + \phi(x, z)).$$

The spatial structure of amplitude $A$ and phase $\phi$ is shown in Fig. 6; (9) implies that the lines of equal phase propagate in the direction of decreasing $\phi$. Thus Fig. 6b divides almost perfectly into two parts, the division lying near $x \approx 6$ km: to its right phases propagate downward (except in the lower right corner), to its left upward. The latter does not hold in the region near the surface around $x = 5$ km, where phases propagate downward. Notice that this region coincides with that of the beam directed up—and oceanward in Fig. 5b.

A striking feature connected with this is what we may call an ‘amphidromic’ point, which lies near $x = 6$ km, just below 200 m depth. Unlike the common amphidromes occurring in barotropic tides, this one appears in the vertical plane; such an amphidrome was previously found in numerical (deWitt et al., 1986) and analytical (Gerkema, 2001) internal-tide solutions, but not, to our
knowledge, in real observations (but see next subsection). Also remarkable is the diagonal band (blue) in which the amplitudes are very small. In the next subsection Fig. 6 will be compared with the observed data.

3.2.3. Observed internal tide

In Section 3.1 the barotropic tide was assumed to be represented by the vertical mean of the estimated tidal motion, and so the internal (baroclinic) tide will consequently be assumed to be that part of the tidal motion that deviates from this vertical mean. The internal-tidal current thus defined is represented in terms of amplitude and phase distributions as indicated in (1). The observed patterns of tidal amplitudes ($u_2, v_2$) and phases ($\phi_u, \phi_v$) are shown in Figs. 7 and 8. Qualitatively, one can distinguish three regions where strong currents occur: close to the slope, in the upper left-half, and in the upper right corner; they are separated by (blue) diagonal bands. This (rough) qualitative picture corresponds very well with the numerical results in Fig. 6a. Phase propagation is generally upward (i.e. in the direction of decreasing $\phi$, see previous subsection) in the left-half of each figure, and (though less clearly) downward in the outer right part. Again, this is in qualitative agreement with the numerical result shown in Fig. 6b. Indeed one can discern the earlier mentioned amphidromes: for transect 1 near $x = 4.5$ km at 270 m depth; for transect 2 near $x = 7$ km at 250 m depth; for transect 3 near $x = 6.5$ km at 290 m depth.

Overall, one sees distinct diagonal bands of equal phase in Fig. 8, in qualitative agreement with results on internal-wave propagation established previously in laboratory experiments (e.g. Mowbray and Rarity, 1967; Sutherland et al., 2000), oceanic observations on internal tides (deWitt et al., 1986; Pingree and New, 1989; Morozov, 1995) and theory (LeBlond and Mysak, 1978). Exact comparison with linear internal-wave theory is straightforward. First of all, phase- and energy propagation should have opposite vertical components (see previous subsection); this means that, both in Figs. 6b and in 8, energy propagates generally down- and leftwards in the left-half of each figure, and up- and rightwards in the (outer) right-half; in other words, energy propagates away from the source (the shelf break), as one would indeed expect. Eq. (5) implies that $u$ and $v$ should be out of phase by 90° if no along-slope variations were present; this seems indeed to be the case for all transects, as can be seen in Fig. 9, especially in those regions where the beam is intense.

Finally, we consider the slope of the lines of equal phase. The observed (inverted) slope (see Figs. 7 and 8) is about 5 km/250 m, in agreement with that obtained from the numerical model (Fig. 6). This slope is for plane waves given by
dx/dz = tan θ, (7), which yields the same slope taking \( N = 2.0 \times 10^{-3} \), and \( f = 1.0 \times 10^{-4} \) and \( \omega = 1.4 \times 10^{-4} \) (all in units: s\(^{-1}\)).

4. Residual currents: theory and observations

4.1. Possible driving mechanisms of slope currents

The slope current, in the Northern Hemisphere having the shelf at its right when facing downstream, is an ubiquitous phenomenon along shelf edges. Clockwise mean-flows are (in the Northern Hemisphere) often found around isolated seamounts too (Eriksen, 1991; Kunze and Toole, 1997). The slope current is attributed to a number of causes, discussed in Pingree and Le Cann (1989, 1990) and Huthnance (1984, 1992). These include wind, a large-scale, along-shelf poleward density gradient, a shelf-slope frontal system (of which the slope current is the associated, geostrophic flow), rectification of continental shelf waves, tidal waves (Zimmerman, 1978; Ou, 1999), and internal waves (Thorpe, 1999), or to a statistically forced flow (Kazantsev et al., 1998). Seasonality of current shear (weak in winter, strong in late summer) might reflect the geostrophic character of the flow, although Pingree and Le Cann (1990) estimate this geostrophic flow to be small for the present observation site (<1 cm/s). Persistence of the mean flow and modulation at the spring-neap tidal time-scale, are often, particularly in shallower water, interpreted as pointing at a tidal origin of the flow (Butman et al., 1982).
Although tidal rectification may be important near Chapel Bank, where tides are particularly strong (about 70–80 cm/s, Pingree and Le Cann, 1989), this process is generally not seen as a significant contributor to the slope current over the shelf break, owing to the large depths (> 200 m). Huthnance (1992), discussing the observed spring-neap tide modulation of the slope current, advances another argument, by noting that the phase of this modulation lags that of the tidal fortnightly modulation, which is taken as signalling a modulation in the amount of friction of the barotropic tide, rather than as a clear indication of tidal rectification. Tidal rectification is therefore usually considered important in shallower areas, on continental shelves (with their increased tidal currents), like over Georges Bank (Butman et al., 1982), or the North Sea (Huthnance, 1973; Zimmerman, 1978; Howarth and Huthnance, 1984). However, stratification may amplify the vortex stretching mechanism underlying the rectification process in deeper water too, by inhibiting vertical motions further away from the bottom, which may lead to a bottom-intensified, rectified flow (Maas and Zimmerman, 1989b; Chen and Beardsley, 1995). This is one of the reasons why tidal rectification may become important at and around seamounts, at several hundred meters depth (Eriksen, 1991).

4.2. Cross-slope circulation

The along-isobath slope current is often accompanied by cross-isobath currents. Near the bottom these are downslope at the upper, and upslope at the deeper stretches of the slope. Several hypotheses have been formulated to explain the cross-slope circulation. It might be a secondary circula-
tion of a rectified current system, whether of a frictional (Tee, 1985; Wright and Loder, 1985; Loder and Wright, 1985) or stratified origin (Ou and Maas, 1986; Maas and Zimmerman, 1989a,b; Chen and Beardsley, 1995). It might also result as a secondary circulation of a frontal system (Garrett and Loder, 1981), itself linked to the tide by tidal mixing. Indeed, the strongly nonlinear character of the external and internal tide, implying the presence of rectified flows and solitary waves, suggests that mixing may be particularly relevant in these areas too, which is indeed manifest in the consistent presence of a band of lower temperatures around the shelf edge, the 'cold ribbon'. This is a band (of width \( \approx 50 \) km) of relatively (\( \approx 2^\circ \)) cooler surface temperatures along the shelf break of the Bay of Biscay, seen on numerous satellite infra-red images of the region (e.g. Pingree, 1979; Pingree, 1984). Thus, strong tidal mixing will contribute to the shaping of (and be affected by) the shelf edge density front.

However, to settle which mechanism(s) is (are) responsible for the mean flow, it might be useful to find other observables that can distinguish between some of the proposed mechanisms. Contrasting the slope current as driven by a poleward buoyancy gradient with, for instance, a tidally rectified current, one might employ a predicted difference in cross-isobath structure of the residual flow to discriminate between the two. The along-slope, depth-mean flow

\[
v = \frac{gH}{2\tau} \frac{\delta \rho}{\delta y} h(1 - h/H)
\]

(with \( H \) the depth of the adjacent deep sea) is expected to extend over the whole sloping region (Huthnance, 1984). This mean flow takes on its maximum approximately halfway over the slope (if we assume that on the shelf \( h \ll H \)). The tidally rectified current should be mainly concentrated over the top of the slope (Zhang et al., 1996):

\[
v = -\frac{1}{2} \frac{fU^2H^2}{\omega^2h^3} \frac{\delta h}{\delta x}
\]

Here \( \delta \rho \) and \( \rho(y) \) denote the spatially constant and poleward \( y \)-varying part of the density field, \( f \) and \( \omega \) the Coriolis and tidal frequency, \( U \) the tidal current speed on the shelf. Linearized friction is adopted in the former description, taking a velocity scale \( \tau = 0.5 \) cm/s. Note that this friction velocity is often parameterized as \( \tau = C_D U \), where drag coefficient \( C_D \approx 2.5 \times 10^{-3} \). Because cross-slope barotropic mass transport is nearly constant, an increase in depth leads to a decrease of \( U \). The related decrease in friction velocity leads to a rapid increase of the slope current (10). Blaas et al. (2000), using a 2D numerical model, identify regions along the North Western European shelf edge where either one of these processes dominates, and regions where the slope current is actually a (nonlinear) superposition of residual currents due to both processes. They note that when the density gradient were restricted to the upper part of the water column, rather than the whole column, then the position of maximum flow in (10) would shift from halfway the slope towards the shelf, and weaken (Blaas et al., 2000; Blaas,

Fig. 9. Phase differences, \( \phi_u - \phi_v \), as derived from Fig. 8. Dashed lines represent 85% of the waterdepth, as in Fig. 7.
2002); however, we shall use (10) further on. In the following we will make such a comparison on the basis of the observed mean flow over the three transects.

4.3. Observed mean flow

The harmonic analysis of the towed ADCP-data offers us, apart from tidal information, also a binwise estimate along each transect of the ‘residual’ current as, e.g. in Loder et al. (1992).

Due to the shortness of our ‘space–time’ series, aliasing may disturb the individually estimated residual currents. This is a greater source of noise for the mean flow than for the tidal field because of the relative weakness of the former. As this may lead to very erratic spatial patterns, we interpret any spatial coherence in the residual current patterns as indicative of a well-determined residual field, although we recognize that the ‘residual’ may, in this case, contain also other low-frequency contributions, notably of a diurnal origin.

Rather than decomposing the mean flow into a (vertically averaged) barotropic and a (remaining) baroclinic part, it turns out to be more useful to consider only the barotropic and total mean flow patterns. Over the length of the transects this will provide a detailed picture of the spatial structure of the residual current, which will be compared with the theoretically predicted shape.

4.4. Observed barotropic currents

On transects 1 and 3 (Fig. 10) the vertically averaged, along-isobath residual current has a localized, jet-like structure, with a maximum amplitude of some 10–15 cm/s. The jet is centered near the shelf edge, over bottom depths of 200–300 m. Transect 2 has a somewhat similar structure, although the mean flow seems to extend to deeper water (peaks at $x = 3$ and 4 km). It may well be that these peaks result from the passage of what seems like a solitary wave, encountered during one of the ten traverses. Solitary waves are, after all, not uncommon in this area (Pingree and Mardell, 1985; Pingree et al., 1986; New, 1988; Pichon and Mazé, 1990).

The mean flow jet is some 8 km wide, and is, over the shallower regions, accompanied by vertically averaged on– and off–shelf flows of some 5 cm/s (not shown). The latter cross-isobath residual flows perhaps suggest an error in the local choice of cross and along-isobath direction, which may be more influenced by local bathymetric features, instead of by the large-scale shape of the shelf edge on which our present choice was based. The extent to which local canyons and shelf edge crevices influence the actual barotropic–baroclinic conversion process and the resulting mean flows, is currently a topic of research (Grimshaw et al., 1985; Holt and Thorpe, 1997; Petruncio et al., 1998).
Fig. 10 also contains theoretical profiles, determined by (11) (solid) and (10) (dotted). Except for transect 2, both the magnitude and the shape of the residual current seem well described by the barotropic, tidally rectified current of (11). Since the slope stretches over some 60 km, the slope current due to the joint effect of baroclinicity and relief (JEBAR, Huthnance, 1984), given by (10), should, over the length of the transect, only increase in magnitude away from the shelf edge (dotted line in Fig. 10; the calculated maximum of the slope current being almost 50 cm/s).

4.5. Observed total currents

The bin-wise observed total residual currents are depicted in Fig. 11. The most remarkable features are a clear subsurface, along-isobath jet (red regions in right panels; recalling the comments with regards to the deeper parts of transect 2, made earlier) and the strong near-bottom, downslope cross-isobath currents (magnitudes of about 10–15 cm/s), over the shelf break region (blue regions in left panels).

The along-isobath current increases from the bottom upwards, reaching a maximum in the
subsurface jet. The jet axis is at some 100 m depth and its width is similar to that of the barotropic part. Similar observations were made in this area by Pingree and Le Cann (1989), Pérénne (1997) and Pérénne and Pichon (1999). In models of tidal rectification (Maas and Zimmerman 1989b; Chen and Beardsley, 1995; Zhang et al., 1996) the along-isobath jet is surface-trapped in near-homogeneous conditions as the tidally rectified flow is impeded by friction close to the bottom. In principle this predicts its surface intensification. However, stratification inhibits the stretching and squeezing of vortex tubes further away from the bottom, limiting the rectification process to the near-bottom region. As a consequence, tidally rectified along-isobath flow in a stratified sea develops a subsurface maximum, as observed. Near the shelf break, and further on the shelf, drifter observations (a Lagrangian measurement) support this Eulerian current pattern (Mazé, 1987), and show that it is not annihilated by the Stokes’ drift. In the cross-isobath direction, however, New (1988) finds in a numerical model an upslope Stokes’ drift which does annihilate the strong near-bottom Eulerian downslope current, so as to satisfy the requirement (Wunsch, 1971) of zero net Lagrangian cross-isobath, isopycnal displacements.

The down-slope cross-isobath currents become up-slope from about a quarter of the water-column upwards. Further down the slope some near-bottom up-slope motion is observed. The cross-isobath currents seem to form part of a strong circulation cell (not very clearly visible along transect 3) that suggest an off-shelf upwelling area, near x = 4 km, over water-depths of some 300–600 m, and a downwelling higher up on the slope, beyond our most shallow, on-shelf measurement location. This suggestion is based on predictions from analytical and numerical models concerned with the cross-isobath structure of the cross-isobath, tidally rectified residual circulation (Maas and Zimmerman, 1989b; Chen and Beardsley, 1995).

5. Summary and discussion

Elementary theory, supported by the results of earlier laboratory experiments, indicate that in a continuously stratified fluid internal waves propagate their energy obliquely through the fluid in beams, parallel to their phase lines. While this kind of propagation has previously been observed in the ocean, such observations were traditionally based on comparing velocity records of some isolated moored instruments with predictions from a 2D numerical model. Here, we employed an alternative observational method that directly visualized the oceanic internal tidal beam emanating from the shelf edge of the Bay of Biscay. Comparison with the numerically predicted internal-tide field shows good correspondence even in details of the current fields. Moreover, the observational method concurrently reveals spatial details of the barotropic tide and of the residual flow in the vicinity of the shelf edge.

The observed barotropic tide had a tendency to conserve its cross-isobath mass flux (as presupposed in many theoretical studies). While there was correspondence in the amplitude estimates, the phase of the barotropic tide varied rapidly over the three cross-isobath transects. To some extent this can be attributed to the fact that our estimates resolve only one semi-diurnal tide constituent, representing $M_2$. Contributions from other nearby frequencies, such as $S_2$, $N_2$ which are present in the region, result in a larger phase change in the analysed (mixed) signal. But, this is insufficient to provide a full explanation. While we remain puzzled as to its immediate cause we speculate that it may reflect the barotropic tidal response to small-scale bathymetric features like canyons (Codiga et al., 1999).

The observed baroclinic tidal field showed phase lines (and corresponding amplitude lines) slanting downwards into the deep sea, under an angle that corresponds with that of the numerical model. A nodal point (amphidrome) in the vertical plane and the complex amplitude distribution find their counterparts in pictures computed with a linear 2D hydrostatic model. These patterns to a large extent reflect ‘complexities’ in stratification and bathymetry: the deeper, continuous stratification, corresponding to the permanent thermocline, is capped by a stronger seasonal thermocline, while the bottom sometimes also shows sharp corners or bumps. This leads to the barotropic forcing term
having multiple peaks over the vertical transect, one peak in the seasonal and one in the permanent thermocline, with further ‘structure’ due to bathymetric features. However, it was also shown that the forcing term, taken in isolation, does not necessarily indicate where the actual forcing is strongest; also important is the alignment of the barotropic current field with respect to the direction of internal-tide propagation, a fact that singles out near-critical slope regions as the dominant ones.

The slanting of phase lines is consistent with energy propagation into the deeper parts of the Bay of Biscay. While the present observations only reveal its initial generation and descent, this picture ties in with that sketched on the basis of previous observations from moorings that reveal the subsequent bottom reflection of this beam, upward propagation, and reflection from the seasonal thermocline, approximately 140 km away from the shelf edge (New and Pingree, 1992). Gerkema (2001) shows that this beam can under certain conditions on the stratification lead to the local generation of large amplitude internal waves in this seasonal thermocline, consistent with observations in New and Pingree (1992) and New and Da Silva (2002). This means that the beam is weakened and becomes less recognizable. One may speculate that internal tides may also originate from the opposite site, the Iberian shelf, and then be amplified upon reflection at the slope. Indirect evidence of such a reflection is described by Gemmrich and van Haren (2001).

The structure of the observed residual current is fairly consistent with that of a tidally rectified current. It reveals both an along-isobath current having its shallow side at its right-hand side (facing downstream) and a cross-isobath circulation dominated by down-slope flow just outside the bottom boundary layer (with a concurrent up-slope flow closer to the surface). Over the deeper parts of the slope this downslope bottom flow meets with an upslope bottom flow. The confluence leads to upwelling and may also be responsible for the ‘cold ribbon’ that is often encountered over the shelf edge.

While sunglint observations (Pingree and New, 1995) suggest the shelf to act as a 2D line source, one should realize that these surface manifestations reflect the properties of the internal tides only so far as they manifest themselves near the thermocline; the deeper (abyssal) internal tidal beams may have a different character. Three-dimensionality may be expected because the shelf edge is after all filled with submarine canyons, some of which may be particularly effective in internal tide generation. Petruncio et al. (1998) reported detailed measurements of the internal tide in a specific submarine canyon on the Pacific coast, together with numerical investigations (Petruncio, 1996). Ring-like structures suggest that such ‘point-wise’ generated internal tides also exist in the Bay of Biscay (Pingree et al., 1983; New, 1988), and their phase propagation was observed at sea (Holt and Thorpe, 1997) and in numerical models (Serpette and Mazé, 1989). In our own measurements this may be evident in ‘anomalous’ waves near a local seamount, along Section 3 (at \( x = 2 \) km), which were repeatedly encountered and gave rise to strong local current variations. It may well be that individual scatterers are also effective locally in converting barotropic to baroclinic tides, and are underestimated in 2D theory.

Acknowledgements

We are greatly indebted to H.M. van Aken, who designed the field program, to S. Ober and C. Veth for their assistance with the ADCP observations, to captain and crew of RV Pelagia and to P. Berkhout who first analyzed the data in his master thesis (IMAU V-97-15, Utrecht University). Finally, we are grateful to three referees whose suggestions helped us to improve the manuscript.

References


Grimshaw, R.H.J., Baines, P.G., Bell, R.C., 1985. The reflection and diffraction of internal waves from the junction of a slit and a half-space, with applications to submarine canyons. Dynamics of Atmospheres and Oceans 9 (2), 85–120.


